Equilibrium Determinacy With Behavioral
Expectations

Jonathan J Adams*

January 6, 2026

Link to Most Current Version

Abstract

Behavioral expectations affect determinacy in macroeconomic models. Re-
laxing rational expectations can make models more or less well behaved, de-
pending on the behavioral assumptions. In some cases, multiplicity is created;
in other cases, multiplicity is eliminated. Is it possible to tell exactly when
there are multiple solutions? Yes: I derive a Behavioral Blanchard-Kahn suffi-
cient condition that ensures a unique equilibrium exists. An equilibrium must
be unique if the BBK condition holds, or if a Sunspot Admissibility (SSA)
condition fails. When SSA holds and the BBK condition fails, multiplicity oc-
curs. These conditions depend on the spectrum of the behavioral expectation
operator. I describe how to check these conditions for an arbitrary behavioral
expectation, and illustrate with a large variety of popular types of expecta-
tions, heuristics, and information frictions. As an example, I demonstrate that
a large class of behavioral expectations imply a unique solution to the New Key-
nesian model with an interest rate peg, including all strictly backwards-looking
heuristics. Another class of expectations imply that asset prices exhibit non-
fundamental volatility in a standard model.
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1 Introduction

When do dynamic models have unique solutions? Answering this question is crucial
in macroeconomics. Models with unique solutions make clear, robust predictions.
When models have multiple solutions, inference is more challenging, although these
models can still be useful for understanding dynamics in the presence of extrinsic
volatility. The question has practical importance. For example, the main motivation
for modern monetary policy’s “Taylor Principle” is to eliminate multiplicity. For-
tunately, whether models have unique solutions is known exactly when agents have
rational expectations: the Blanchard-Kahn condition (Blanchard and Kahn, 1980) is
necessary and sufficient for a unique solution to exist.

However, when expectations are nonrational, the answer changes. The Blanchard-
Kahn condition only applies to full information rational expectations (FIRE) models.
Under some types of behavioral expectations, models that have unique solutions un-
der FIRE will have multiple solutions. For other types of behavioral expectations,
models that would have multiplicity under FIRE will have a unique solution. Behav-
ioral expectations can fundamentally change equilibrium properties. The traditional
Blanchard-Kahn condition cannot necessarily be applied, even if the behavioral model
can be rewritten as a FIRE model.

To resolve these issues, I introduce a Behavioral Blanchard-Kahn condition. Like
the original, it is a condition on a model’s generalized eigenvalues that ensures a
unique solution exists: the number of non-predetermined variables must equal the
number of unstable eigenvalues. The behavioral modification is that “unstable eigen-
values” are now defined as those that are larger in magnitude than the spectral radius
of the expectation operator. For rational expectations, the spectral radius is one,
implying the classic Blanchard-Kahn condition. But different types of behavioral
expectations feature other values.

After proving that the main Behavioral Blanchard-Kahn condition is sufficient
for a unique solution to exist, I explore when it is necessary. It almost always is
under rational expectations, but this is not true more generally. Instead, I show that
uniqueness is guaranteed if the Behavioral Blanchard-Kahn (BBK) condition holds,
or if the Sunspot Admissibility (SSA) condition fails. When SSA holds and the
BBK condition fails, multiplicity occurs. When a model is underdetermined, rational

expectations models feature a multiplicity of sunspot equilibria. But crucially, many



behavioral expectations do not admit sunspot equilibria, while others only admit
them for a subset of models. This is because sunspot equilibria are driven by self-
fulfilling forecast errors, which may not be possible to construct under behavioral
expectations.

These results are valuable for understanding how behavioral expectations affect
the theoretical properties of equilibria, but they are also useful for practitioners. Many
behavioral models can be rewritten in terms of a FIRE model; typically, practitioners
will do so, and then check the traditional Blanchard-Kahn condition with a computer.
Changing the type of behavioral expectation — or even just adjusting its parameter
values — can eliminate or attain multiplicity. How can one know ex ante whether
changing assumptions or parameterization will affect equilibrium uniqueness? The
Behavioral Blanchard-Kahn condition provides the answer.

The theoretical results also have practical applications. For example, I demon-
strate that a simple asset pricing model with standard parameters can feature multiple
equilibria and extrinsic volatility for a class of behavioral expectations. In this setting,
government policy may be needed to stabilize the market. Conversely, in other set-
tings government policy designed to resolve a rational expectations multiplicity may
be unnecessary. Gabaix (2020) argues that this is the case in the New Keynesian
model, for a sufficiently large behavioral bias. I generalize this result, demonstrat-
ing that equilibria are unique under an interest rate peg for a variety of behavioral
expectations, including all backwards-looking heuristics.

The main results in this paper apply to models where agents are sophisticated:
when forecasting, they form expectations over the equilibrium time series. In these
models, whether a solution exists and is unique depends on multiple conditions (BBK
and SSA), which interact in nontrivial ways with the spectral properties of the be-
havioral expectation operator. Thus, when agents are sophisticated, the form of
behavioral expectations can have surprising effects on uniqueness. However, I also
consider models where agents are naive: they forecast as if rational expectations will
hold in the future. This case is much simpler: if the traditional Blanchard-Kahn
condition holds for the rational version of a model, then the corresponding model
where naive agents have behavioral expectations is guaranteed to have a unique so-
lution. I give relatively little attention to this case because the determinacy problem
is straightforward.

After exploring how determinacy depends on the spectral radius and eigenvalues



Unique if BK Holds

Rational Expectations
Delayed Observation

Naive Agents

Possibly Unique if BK Fails

Always Unique Possible Multiplicity if

BK Holds

Cognitive Discounting

Adaptive Expectations

Diagnostic Expectations

Other backwards- Overextrapolation

looking heuristics

Sticky Information

Heterogeneous Expectations

Incomplete Information

Natural Expectations

Figure 1: Multiplicity and the Traditional Blanchard-Kahn Condition

Notes: The diagram classifies a non-exhaustive variety of behavioral expectations based on
equilibrium uniqueness when the traditional Blanchard-Kahn (BK) condition holds or fails. Some
types of expectations for which equilibria are possibly unique when the condition fails may also
feature possible multiplicity even if the condition holds. For a smaller subset of expectations,
equilibria are always unique if they exist. Expectation types: Diagnostic Ezpectations (Bordalo et
al., 2018) overweight recent changes; Sticky Information (Mankiw and Reis, 2002) updates beliefs
stochastically; Cognitive Discounting (Gabaix, 2020) and Overextrapolation (Angeletos et al., 2021)
represent mis-extrapolation; Incomplete Information includes dispersed information with linear
signal extraction; Adaptive Fxpectations and other backwards-looking heuristics forecast using past
observations only; Natural Expectations (Fuster et al., 2010) mix rational expectations with
heuristic AR(1) forecasts; Heterogeneous Expectations (Branch and McGough, 2004) combine
rational and heuristic forecasters; Naive Agents expect future agents will have rational
expectations (Section 6). Each type is formally defined in Section 7.

of expectations operators in general, I characterize these features for a variety of
behavioral expectations appearing in the literature. Figure 1 reports how equilib-
rium uniqueness relates to the traditional Blanchard-Kahn condition for a subset of
these expectations. The uniqueness properties vary dramatically, but this is not a
case where “anything goes”: each type of behavioral expectations implies falsifiable
predictions, and has exact conditions for when equilibria are unique. In all cases, I
derive their spectral properties analytically, but also describe how the spectral radius
can be calculated numerically if an analytical solution is impossible. Furthermore, I
show how to represent a simple subset of incomplete information models and dynamic

beauty contests as behavioral expectations, and describe their spectra too.



The existence and uniqueness theorems apply to a large class of behavioral expec-
tations. But there are some restrictions. First, they must be linear, which applies to
most behavioral expectations in the literature, but not all. Second, I focus on station-
ary models, which excludes behavioral learning processes, as in Evans and Honkapohja
(2012). Third, the expectations must be “series-agnostic,” so that agents apply the
same expectation operator to all time series in the model. Some evidence suggests
that forecasts of different macroeconomic series feature different biases (Bordalo et
al., 2020), which may not fit in my framework. Moreover, my representation can
only account for limited heterogeneity; if agents are not symmetric, then the model
must be able to be written in terms of average forecasts or some other single ex-
pectation. This works for some models with informational heterogeneity (Woodford,
2003) or behavioral heterogeneity (Branch and McGough, 2004), but will not apply
to heterogeneous expectations in general.

This paper joins a large literature that derives existence and uniqueness condi-
tions for specific models without rational expectations. Some are special cases of this
paper’s general results, while others have features that do not fit in my framework.A
growing literature explores how specific types of behavioral expectations affect deter-
minacy in the New Keynesian model. Some types of behavioral expectations expand
the region of monetary policy parameters that ensure determinacy; this includes the
cognitive discounting in Gabaix (2020), the heuristic switching in Bertasiute et al.
(2020), and the dispersed information structure in Gallegos (2022). In other cases,
behavioral expectations reduce the determinacy region, so that a standard Taylor rule
is not reactive enough; this is the case for heterogeneous expectations models studied
in Branch and McGough (2009), Massaro (2013), and Anufriev et al. (2013). Other
expectation-formation frictions can eliminate multiplicity entirely, as with the level-k
thinking studied by Garcia-Schmidt and Woodford (2019) and Farhi and Werning
(2019), or the imperfect memory in Angeletos and Lian (2023).

This work also builds on a classic literature characterizing existence and unique-
ness in general rational expectations models. Blanchard and Kahn (1980) is foun-
dational, and was generalized in many ways. King and Watson (1998) extend the
approach to allow for singular coefficient matrices, using a canonical form. Klein
(2000) does the same, albeit with a Schur decomposition. Uhlig (2001) solves a ma-
trix quadratic equation instead. Sims (2002) examines the most general form of the

standard linear rational expectations model by expressing all variables as contem-



poraneously determined and using endogenously-determined forecast errors. In this
general model, Lubik and Schorfheide (2003) fully characterize the set of sunspot
equilibria.

The remainder of the paper is organized as follows. Section 2 describes how to
represent behavioral expectations as infinite-dimensional linear operators. Section 3
presents the main theorems. Section 4 demonstrates why the Behavioral Blanchard-
Kahn condition delivers uniqueness in a simple asset pricing model. Section 5 ex-
amines determinacy in the behavioral New Keynesian model. Section 6 considers
existence and uniqueness when agents are naive rather than sophisticated. Section 7

characterizes the spectra of many types of behavioral expectations.

2 Expectations as Operators and Other Notation

In this section I describe how to define a general class of behavioral expectations
as infinite-dimensional operators. I discuss the spectral radius, a characteristic of
operators that determines whether dynamic models with behavioral expectations have

unique solutions.

2.1 Information Bases and Behavioral Expectations

Consider an arbitrary demeaned stationary time series x;. Assume that the time
series can be represented as a moving average in terms of some underlying mean-zero

white noise process w; with square-summable coefficients X;:
o
Ty = Zijt_j (1)
§=0

= X(L)w,

where X (L) is the corresponding lag-operator polynomial. The coefficients X, are
m X n matrices, where m is the dimension of the time series x;, and n is the dimension
of the white noise process w;.

The white noise w; represents stochastic shocks. Crucially, when considering ex-
pectations, w; is assumed to be in a forecaster’s information set at time ¢ and beyond.

This assumption sidesteps concerns about the invertibility of X (L) and fundamen-



talness of the time series x;.

Different forms of expectations are indexed by b. The type-b expectation of a time
series h periods into the future is written as E?[x,,4]; when written without a b, E,
indicates the rational expectation. The subscript ¢ denotes that the expectation is
conditional on the period ¢ information set (i.e. all shocks w; for s <t.) Regardless of
the type of behavioral expectations, I assume that agents perfectly forecast variables
in their information set:

E? [ZEt] = Tt

Thus if an agent builds a factory today, they will expect to have that factory to-
morrow. This assumption is so that laws of motion hold with equality even when
expectations are applied. But it introduces an additional challenge: behavioral ex-
pectations become piecewise linear, applying one linear operator to current and past

time series, and a different linear operator to future time series.

2.2 Time Series as Vectors and Expectations as Operators

A stationary time series of form (1) can be represented as an oo x n block vector X,

where n is the dimension of the white noise wy

I consider behavioral expectations that are linear in one-period-ahead time series.!
I also require that the behavioral expectations are time-invariant: the process by
which agents transform observed time series into forecasts is fixed over time. This
rules out dynamic rational inattention and models of learning as departures from

rational expectations.? Table 1 summarizes types of expectations that may or may

'Section 7 demonstrates that many popular types of expectations fulfill this property. I also point
out some examples that do not, and consider linear analogs.

2Time-invariant operators can still characterize fixed points of learning processes. For example,
rational expectations is the fixed point of learning if the equilibrium is E-stable and the initial PLM
is in the convergence region (Evans and Honkapohja, 2012). And even if a rational expectations
equilibrium is not E-stable, other fixed points are possible. For example, if agents learn using
under-parameterized PLMs or otherwise misspecified forecasting models such as in Branch and



Expectation Class Example or Reason for Failure

Framework Applies
Rational Expectations

Time-invariant, forward-looking expectations e.g. diagnostic expectations
Backwards-looking heuristics e.g. adaptive expectations

Average forecasts of certain heterogeneous expectations e.g. sticky information

Average forecasts of simple information frictions e.g. noisy signals of fundamental shocks

May not apply

Dynamic learning not time invariant
Information frictions with endogenous signals potentially non-linear
Rational inattention potentially non-linear

Table 1: Classes of Expectations and Whether the Framework Applies

Notes: The table summarizes types of expectations that do or do not fit in the general
representation as a time-invariant linear operator. Section 7 discusses applicable examples in detail.

not be representable in this framework. Non-linearity and dynamics are potentially
important, but I exclude such features in order to be able to make general statements
about existence and uniqueness.

When these properties are true, an arbitrary behavioral expectations operator
can be represented as an infinite dimensional matrix — technically, a bounded linear
operator — which operates on the space of square-summable sequences (denoted £?).
For b-type expectations with a one period horizon, i.e. E![z;;1], the corresponding

operator &, is defined by its block matrix representation

00 o1 Epnog

51;,1,0 5b,1,1 5b,1,2 T
& = . (2)
Ev20 Evon Epo

for conformability, the blocks &,;; must be m x m. When written without a b, £

Evans (2006), then the fixed point will resemble a behavioral expectation. Thus convergence and
E-stability can inform which time-invariant expectation operators are consistent with learning in the
long run. Whether many of the behavioral expectations in this paper can arise as fixed points of
learning processes, or require additional behavioral frictions beyond learning dynamics, is an open
question.



denotes the rational expectation operator.

This operator representation may seem unusual to practitioners who are used to
thinking of expectations as integrals over possibly distorted probability measures.
However, this operator representation is valuable for several reasons. First, it is eas-
ily incorporated in recursive linear models, and is thus a natural tool for studying
macroeconomic questions. Second, the mathematics of linear operators has been ex-
tensively studied, leading to well-documented properties that will be useful in the
theoretical that follow. Third, the operator representation is flexible enough to rep-
resent a large variety of popular non-rational expectations operating on stationary
time series, as demonstrated in Section 7.

I assume throughout that expectations are series-agnostic, which means that how-
ever the expectations operate on a single time series is applied to all time series
symmetrically.> For example, if agents forecast GDP with a form of behavioral ex-
pectations, they must also forecast inflation with the same form of behavioral expec-
tations. Mathematically, this assumes that the expectations operator commutes with
arbitrary matrices, which implies that the & ; ; blocks are proportional to the m x m

identity:
Property 1 Series-agnostic expectations of type b satisfy:

1. For any conformable matriz B,

E{[Bwtin] = BE{[z,14]

2. The general operator representation &, has blocks
Evig = awigl

for some scalar ay; ;

The series-agnostic property is useful for proving the main theorems. Without the

property, it is still possible to represent expectations as a general operator as in

3This is equivalent to assumption (A3) in Branch and McGough (2018), and Lemma 1 in Gabaix
(2020). Once consequence of the series-agnostic property is that this model structure can only
accommodate certain forms of heterogeneity; the macroeconomic model must be able to be written
in terms of a single expectation operator. In some cases IElt’ can represent average expectations, such
as in Mankiw and Reis (2002) or Woodford (2003) where agents have heterogeneous information, or
in Branch and McGough (2009) where different types of agents form expectations in different ways.



equation (2), but characterizing general properties of equilibrium becomes challenging

without imposing additional structure on the expectations or the economic model.
In order to simplify notation, when finite matrices appear in operator equations,

they represent the infinite operator with the finite matrix repeating on the main block

diagonal. Thus for any conformable matrix B:

BX, ng,o,o ng,o,z ng,o,2
> BX, B&1o0 B&ai2 Béyio
BX - B(C:b =

BX3 ng,Q,O ng’272 ng,2,2

Similarly, when scalars appear in operator equations, it is implied that they are
multiplied by the identity, e.g. 2+ £ is equivalent to 21 + &.
The lag operator L has a block Toeplitz representation:

[ - T =)
oS N O O
~ O O© O

~—~

w

~—

The lag operator shifts vectors by one block. It is an isometry, left-invertible by its

transpose, but not right-invertible:

U'L=1+#LL

2.3 The Spectral Radius

Why is it crucial to consider behavioral expectations as infinite-dimensional opera-
tors? Because one well-understood characteristic of an operator is its spectral radius,
and in many cases the necessary and sufficient condition for a model to have a unique
solution depends on the spectral radius of the expectations operator.

The spectral radius of a bounded linear operator is the supremum of the absolute

values of its spectrum:

10



Definition 1 The spectral radius of an operator r(&) is
r(&) = sup|A|

s.t. (A= &) does not evist

I denote the spectral radius of an expectation operator by r(&,). In this paper, the

most useful property of the spectral radius is:

Property 2 For a matriz B with largest magnitude eigenvalue |Ag| < 7(&)~" and

series-agnostic expectation operator &,, the operator I — BE&, is invertible.

Proof: Appendix B.1

The spectral radius is straightforward to derive analytically for many forms of
expectations, which I demonstrate in Section 7. And even in cases where an analytical
expression is impossible, it is simple to calculate numerically (Section 7.2).

In many cases, an operator’s spectral radius is the magnitude of the largest eigen-
value, but sometimes operators have no eigenvalues.* If it exists, an eigenvalue X\, of
an operator &, has associated eigenvector y such that A,y = &y. The eigenvector is

the vector representation of the associated eigenseries:

Definition 2 The time series y; is an etgenseries of type b expectations if there

exists an eigenvalue N\, such that

Apys = Ef [yt+1]

The eigenseries of behavioral expectations are crucial for determining whether models
feature sunspot equilibria.
Why is the spectral radius useful for understanding determinacy? Consider the
following recursive equation:
p=d+ pEp

where p and d are vectors and &y is a linear operator. This equation represents an
asset pricing model, which Section 4 will revisit. But for now, let us simply ask
mathematically: when can we solve for p given d? Clearly, the solution is p =
(I — BE,)" " d if the inverse (I — 8&,)"" exists. The spectral radius is useful because

it gives a condition on ( that ensures it does.

4This is the case for the lag operator, as well as for many of the heuristic expectations considered
in Section 7.

11



2.4 Recursive Expectations and the Spectral Radius

The spectral radius is used in the main existence and uniqueness theorems to de-
termine when a recursive expectational equation has a unique fixed point. Before
moving on to the general uniqueness theorems, it is useful to prove an intermediate
step that depends on the spectral radius.

Let E?,, ;[#14j41] denote the iterated expectation
b _ mb@b b b
]Et,t+j [Trj1] = ]EtEt+1Et+2"'Et+j [Tt4j41]

Ef‘/”t +jlTeri11] appears in the following Lemma, because the law of iterated expecta-

tions does not always apply to behavioral expectations.’

Lemma 1 If the matriz B has largest magnitude eigenvalue |Ag| < r(&)7, the time

series y; 1s stationary, and the time series x; satisfies the recursive equation
Ty = E? [Y11] + BE? [@141]

then x; 1s stationary and given by
v=> BE} Y]
5=0

Proof: Appendix B.2

3 Uniqueness in a General Macroeconomic Model

In this section I define a general linear macroeconomic model with behavioral expec-
tations. I define the main Behavioral Blanchard-Kahn condition and prove that when
it is satisfied, a unique solutions exists. Then I characterize when the condition is

necessary.

5In Section 6, I consider a “naive” alternative where agents future exogenous variables instead of
endogenous forecasts; in such a model, iterated behavioral expectations do not appear.

12



3.1 Notation and Definitions

Consider a general linear dynamic stochastic macroeconomic model of the following
form.> The equilibrium conditions of the model are represented as a single matrix
equation:

E} [Bx12t11] = Bxo: + Byyy (4)

ki1
where x; = is an n x 1 vector of endogenous variables. ng of the variables
Ct

are predetermined state variables k;_;1, while nc = n — ng are control variables ¢;.
The term g is a vector of exogenous mean-zero stochastic processes that are realized
at time ¢; y, = Y(L)w; is a moving average in the exogenous white noise w;. The
matrices Bxg, Bx1, and By encode the equilibrium conditions of the model.” The
behavioral expectations E? are applied to the vector z;,; element by element, but

state variables are known at time ¢, so

E?[-Tprl] = o [IZJA] (5>

for any form of expectations, which are always conditional on the information set

{we—s} ;.10'8

The generalized Schur decomposition of the coefficient matrices is denoted by
Bxo = QToZ Bx1=QThZ

where () and Z are unitary, Ty and 77 are upper triangular, and the diagonal of T is
arranged so that the generalized eigenvalues are in increasing order. Let ¢; denote the
ith generalized eigenvalue of the model, i.e. the ratio of diagonal elements T ;;/7" ; ;.
If T ; ; is zero while Ty ;; is nonzero, the generalized eigenvalue is said to be infinite.
If both are zero, then the generalized eigenvalue is said to be undefined.

The generalized eigenvalues with magnitude |¢;| < 1 are labeled the “stable”

6In Adams (2024) I use this general representation of a behavioral macroeconomic model to solve
a general optimal policy problem.

"This is a general form for most linear macroeconomic models, but some caution is required
when mapping specific models to this form. For example, see the discussion in Section 5 on the New
Keynesian model.

8The assumption that w; includes the full history of shocks is not without loss of generality. It
rules out some types of informational frictions, such as those where agents do not observe all shocks.

13



eigenvalues. Let ng denote the number of stable eigenvalues in a model. The gen-
eralized eigenvalues with magnitude |¢;| > r(&,) are labeled “unstable”. ny denotes
the number of “unstable” eigenvalues in a model.

Partition the matrices into blocks, separating the first n —ny dimensions from the

remaining ny dimensions.’ Denote the partitions as:

T T T T
T, — 0,s Tosu T — 1,5 Thisu 7 _
0 Tow 0 Ty UK AucC

ZSK *SC

The columns of Z are partitioned into the first nx dimensions and the remaining n¢
dimensions.

I make four regularity assumptions about the model, following Klein (2000) and
Blanchard and Kahn (1980).

1. zyc is full rank.
2. Bxo and Bx; have no undefined generalized eigenvalues.
3. Bxo and Bx; have no generalized eigenvalues in the interval [r(&,), 1].

4. The exogenous process y; is “behavioral-regular”.

The first assumption rules out the problem of “decoupled” models (Sims, 2007) by
ensuring that control variables can be mapped to the unstable block.The second as-
sumption rules out the inclusion of redundant equations that do not determine z;
(Sims, 2002). The third assumption generalizes one made by Klein (2000); under
rational expectations, this only implies that the model has no unit roots. However,
when the spectral radius is not one, this assumption potentially rules out models with
generalized eigenvalues that are both stable and unstable.!® The fourth assumption
rules out rare edge cases where a forward-looking equation can be solved by both a
control and a state variable; Blanchard and Kahn (1980) implicitly make this assump-

tion in order for their condition to be necessary for existence. Appendix A defines

9Tt must be that n—ny > ng, but no assumption is made to rule out the case where n —ny > ng
and some eigenvalues are neither stable nor unstable, which is possible if 1 < r(&).

10What happens if this assumption is violated? If eigenvalues are in the interval [r(&;), 1] models
can become internally inconsistent: variables may be solved recursively both forwards and backwards
with conflicting outcomes. This does not necessarily invalidate a model, but additional a priori
assumptions must assign the eigenvalues in [r(&), 1] as either stable or unstable. For example,
Gabaix (2020) has eigenvalues in the interval [r(&), 1] and assigns them to be unstable, so that
there are as many unstable eigenvalues as control variables.

14



the generalized “behavioral-regular” property, describes why it useful, and relates it

to assumptions made by Sims (2002) and Lubik and Schorfheide (2003).

Definition 3 A stationary solution is a stationary finite-variance time series x,

that is linear in current and past realizations of wy, and solves equation (4) for all t.

Because the vector z;,; may contain state variables that are known at time ¢, the
expectations operator cannot be applied to it uniformly, so the Klein (2000) method
is difficult to apply. Instead, the proof of Theorem 1 follows the approach of Sims
(2002).

Let 7, denote the n x 1 vector of forecast errors of x;:

B 0
R NP I

and let x; denote the n x 1 vector of states and forecasts of controls:

_ kt
X ]Ef [Ct—i-l]

A solution to the macroeconomic model satisfying Definition 3 is a pair of stationary

processes 1; and x; satisfying equation (4), rewritten in terms of 7, and xy:

Bxi1xt = BxoXxt—1 + Bxon: + By y: (6)

such that 7, is the behavioral forecast error, i.e. forecasts must also satisfy the

expectational equation:
Bx1E}_[xi] = Bxoxi-1 + ByE]_[y/] (7)

3.2 A Sufficient Condition for a Unique Solution

Condition 1 (Behavioral Blanchard-Kahn) The numbers of non-predetermined
control vartables ng, predetermined state variables ng, unstable ny and stable ng

generalized eigenvalues must satisfy

nco = Ny

15



and

N —Ng

This condition reduces to the sufficient conditions in Blanchard and Kahn (1980) and

Klein (2000) under rational expectations, where the spectral radius is r(€) = 1.

Theorem 1 If a macroeconomic model satisfies the Behavioral Blanchard-Kahn con-

dition, then it has a unique stationary solution.

Proof. Apply the Schur decomposition to equations (6) and (7):
T Zxi = ToZxi—1 + ToZne + Q' Byy, (8)

TV ZEY_ [xi] = ToZxi-1 + Q' ByEY_, [y4] (9)

The first ng dimensions of the operator equation (8) are the “stable block”, while
the remaining ny dimensions are the “unstable block”. To simplify these blocks,

define the transformed variables:

s s s
Xt un Yi /
=ZXt =Zn = Q' Byy: (10)
( Xy ) ( ny > ( e )

xY is determined by the unstable block of equation (9):
Ty 0B ] = Towxiy + By [v!] (11)

Lemma 1 implies that this recursive equation has a unique fixed point x¥, which is

given by

o0

X? = Z (T()_,&Tl,U)] T&I}Ef,t—i-j [yg—j-‘rl] (12)
=0
With xV solved by equation (12), the unstable block of equation (8) implies a

unique solution for nY:

n =ToTioxy — xia — Tooud (13)

S
2 2
n? is solved directly from 7Y and the definitions 772 = Iy, Z = SK e
Ty ZUK Zuc

16



0
and n; = :
t ( ¢ — By [ci] )
e _ [ #sk Zsc 0
n UK ZUC o — B [c]

< ns ) _ ( zsoler— B [ar]) )
ny zo(er — By [cr])

zuc is full rank, so ny = ne implies that it is invertible and the forecast errors can
be found by

e — B[] = 2gemy

n? is uniquely solved by

0 = Zscren; (14)
Finally, solutions for x¥, nV, and n; allow the remaining unknown y? to be solved
from the stable block of equation (8):
Ty sx; + Tosuxy = Tosxi-1 + Tosoxi + Tosny + Tosen; + v (15)
rearrange for 7'
Xi =T 4Tosxi 1 + Oy (16)

where
01 = T, dTisux; + TieTosexi 1 + T eTosn + TraTosen + Trayr

The ng smallest magnitude generalized eigenvalues are are also the eigenvalues of
T L éT 0,s- The Behavioral Blanchard-Kahn condition says that these eigenvalues are
all stable, implying that this recursive equation is backward stable and has the unique

solution:
_ —1
XS = (1 - TL;TO,SL) O, (17)

which is the unique solution for x7.

Z is unitary, so the time series z; that uniquely solves the macroeconomic model
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(4) is recovered by

S S

« [ Xt— * n

=X+t =4 Zl + 7 2;]
Xt—1 Ur

The proof of Theorem 1 is constructive; it proves a unique solution exists while

also providing a method for calculating the solution.

3.3 Necessary Conditions for Uniqueness

The traditional Blanchard-Kahn condition is not just sufficient; it is necessary for
a rational expectations solution to be unique. This is also true for the Behavioral
Blanchard-Kahn condition if the model satisfies an additional property: Sunspot Ad-
missibility. This section discusses this additional condition and introduces Theorems
2 and 3, which state precisely when model solutions are unique and when the Behav-

ioral Blanchard-Kahn condition is necessary.

3.3.1 Sunspot Admissibility

The Sunspot Admissibility condition (introduced below) identifies when multiple equi-
libria are possible. This condition is redundant under rational expectations, but rel-
evant when introducing behavioral expectations. The condition identifies when an
underdetermined model (n¢c > ny) admits multiple equilibria. Sunspot Admissibility
is always satisfied for rational expectations, where it is straightforward to construct
sunspot equilibria. “Sunspots” are forecast errors, which can be any white noise
process for rational expectations. But sunspots are nontrivial for many types of be-
havioral expectations; the forecast errors are rarely white noise, and can depend in
complicated ways on the process for forecasts.

Some additional notation is necessary to introduce Sunspot Admissibility. Eigen-
decompose the matrix 7] féTo,s = QEIASQS so that Ag is the diagonal matrix of
stable eigenvalues, including zeros. The regularity assumption implies that zy¢ has

$20)

rank ny, so select from zgo the ng — ny rows zg such that is invertible.

cUC
© denotes the “sunspot” dimensions of z;. The (n¢ — ny) X ng matrix sf, extracts

these dimensions from among the stable dimensions.
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Condition 2 (Sunspot Admissibility) There exists a bounded nonzero vector ¥
such that

sLQ5" (As — &) (I — AsL) ™' Qsso¥ =0

Recall the notational convention: ¢ is infinite-dimensional, and the ng x (ng — ny)
matrix Qsse operates on each (nc — ny) x 1 block of ¢. Thus, the SSA condi-
tion says whether a (nc — ny) x 1 time series exists in the kernel of the operator
s5Q5" (As — &) (I — AsL) ™' Qsso.

This condition is possible to check for a number of types of behavioral expecta-
tions without knowing anything else about the economic model. For example, under
rational expectations, Sunspot Admissibility is always satisfied. For some heuristics,
it is never satisfied. In other cases, Sunspot Admissibility is model dependent, but
can be checked without first solving the model, by determining if the model is “simply
stable.”

3.3.2 Simple Stability

Definition 4 A model is simply stable if there exists a square matrix ¢ such that

any column of Qsscp has a single non-zero entry.

In some cases, this property is easy to check. If a model has at most one stable eigen-
value, then it necessarily is simply stable, because QQss¢ is a scalar. For example, this
implies that the three-equation Behavioral New Keynesian model studied in Section
5 is simply stable for all types of expectations. More generally, simple stability is
straightforward to check from the Schur decomposition.

Why is this property useful? Sunspot Admissibility is easily satisfied when the
eigenvector of &, associated with eigenvalue A corresponds to an AR(1) process with
autocorrelation A. This is true in some cases (e.g. rational expectations) but typically
an eigenvector of &, is some process that depends on the eigenvalue in some other way.
In these cases, it may be impossible to find a sufficient ¢ if each sunspot dimension is
associated with multiple distinct eigenvalues in Ag. However, if Qg is simple enough
so that at least one sunspot dimension can be associated with a single stable eigen-
value, then behavioral expectations with exotic eigenvectors can still satisfy Sunspot
Admissibility. Proposition 1 formalizes this logic. Let (Qgss); indicate any column

with only one nonzero entry, and let A\’ denote its associated eigenvalue in Ag.
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Proposition 1 If there exists a A that is an eigenvalue of &, then a simply stable

model satisfies Sunspot Admissibility.

Proof: Appendix B.4

Proposition 1 makes Sunspot Admissibility straightforward to evaluate even for
the ambiguous cases, i.e. the types of expectations for which the condition neither
always holds nor never holds. Evaluating whether the Sunspot Admissibility condition

holds is valuable because it allows a practitioner to apply Theorem 2.

3.3.3 Sunspot Admissibility and Multiplicity

Theorem 2 Consider a model with at least one solution. The model has multiple

solutions if and only if ny < nc and Sunspot Admissibility is satisfied.

Proof: Appendix B.5

The proof is constructive; if any solution exists, it provides a method to derive
any number of additional “sunspot” solutions. Theorem 2 is useful for economists
who would like to determine exactly whether their solvable model has multiplicity. If
Sunspot Admissibility fails to hold or ny > n¢, then they are assured that there is
no multiplicity. Otherwise, then there must be multiple solutions.

A corollary is the statement from the introduction:

Corollary 1 A solution is unique if and only if: the Behavioral Blanchard-Kahn
(BBK) condition holds, or the Sunspot Admissibility (SSA) condition fails.

Proof: Appendix B.6
While Theorem 2 is practical when a model is known to have a solution, it does
not tell whether a solution exists. The next Theorem 3 states when the Behavioral

Blanchard-Kahn condition is necessary and sufficient for a unique solution to exist.

Theorem 3 Suppose a macroeconomic model satisfies the Sunspot Admissibility (SSA)
condition. Then the Behavioral Blanchard-Kahn (BBK) condition is necessary and

sufficient for there to exist a unique solution.

Proof. Sufficiency is given by Theorem 1.
The Behavioral Blanchard-Kahn condition fails if either ny # ne or ng # ng.

Using ny + ng < ne + ng, the four possible cases are:
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SSA holds SSA fails

BBK holds Unique solution Unique solution

ng < Nk No solution No solution

ny < nc and ng > ng Multiplicity Unique solution

Table 2: Existence and Uniqueness Summary

Notes: The table summarizes when a model has a solution, and when it is unique, depending on the
Behavioral Blanchard-Kahn (BBK) condition and the Sunspot Admissiblity (SSA) condition. ng

and ny denote the number of stable and unstable generalized eigenvalues, while nx and nc denote
the number of state and control variables. The results follow from Theorems 1, 2, 3, and Lemma 2.

1. If ny < n¢, then there exist zero or multiple solutions, by Theorem 2.

2. If ng > ng, then it must be that ny < ng, so there is no unique solution.
3. If ng < ng, then there is no solution, by Lemma 2.

4. If ny > n¢, then it must be that ng < ng, so there is no solution.

Thus, given the premise that SSA holds, uniqueness occurs if and only if BBK holds.
]
Table 2 summarizes the implications of the Behavioral Blanchard-Kahn and Sunspot

Admissibility conditions studied in this section.

4 A Simple Asset Pricing Model

A simple example illustrates why the Behavioral Blanchard-Kahn condition is im-
portant, and how equilibrium uniqueness depends on the spectral radius (&) of the

expectation operator.
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4.1 The Model

Consider an asset paying stochastic dividends d;, which is governed by a stationary
AR(1) process:
dy = pdi_1 + wy

where w; is standard normal.
The asset is priced by risk-neutral agents with fixed discount factor § > 0. The

price of the asset once dividends are realized but before they are paid is given by

pe = d; + ﬂE? [Pe41] (18)

When mapped to the general form in equation (4), Bxo = 1 and Bx; = 3, so the
generalized eigenvalue is 1/8. When 5 < 1, there is one explosive eigenvalue and one
endogenous control p;, so the Blanchard-Kahn condition is satisfied under rational
expectations.

The model solution is given by recurring equation (18):
P = dy + BEL [dr] + B} [EL,, [drso]] + - (19)

if this sequence convergences. The operator representation of the equilibrium condi-

tion is
p=d+B&p (20)
where
1
- P
d = 2

P
With operators, the solution is again given recursively by

P=d+ BEd+ B2EX + ..

= (I - 8&)'d

if it exists. By definition, the inverse (I — 3&,)~! exists if the spectral radius satisfies

(&) < % This is the Behavioral Blanchard-Kahn condition for the simple asset
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pricing model, and it ensures the solution is unique.

4.2 Multiplicity

What goes wrong when r(&,) > %? Sunspot equilibria are possible, even though the
traditional Blanchard-Kahn condition is satisfied.

Consider any two solutions p; and p, solving the asset pricing equation (20). The
difference p = p| — p> satisfies

p = p&p (21)

Such a vector p only exists if 1/5 is an eigenvalue of &,. This is only possible if
Sunspot Admissibility is satisfied, which requires r(&,) > 1/.

If so, then the asset pricing model features multiplicity. If p is a solution that
depends on dividends d; and p is an eigenseries driven by extrinsic sunspots, then
P+ p is an equilibrium price process with excess volatility.

When the traditional Blanchard-Kahn condition fails in rational expectations
models, sunspots are easy to construct: any white noise process can be a forecast
error in the extrinsic process. But sunspots are not so trivial when agents have
behavioral expectations.

As an example, consider the “overextrapolation” expectations studied by Angele-
tos et al. (2021):

EiME’e [Dt11] = OE; [prya]

with # > 1. Section D.2.1 demonstrates that the spectral radius for this type of
1
B
solutions. If 6 < 5%), a forward-looking solution to equation (19) still exists:

expectations is 7(Eypg) = 0. If 6 > =, then the asset pricing model has multiple

p"P0 = dy + BE PO dya] + BEN P [dyyo] + ..

B 1
- 1—B6p

With these expectations, a valid sunspot process satisfying equation (21) for p; is

dy

D, = L + (22)
—_ — _ U
Dt Bept 1 t

where v; is any white noise. The process for v; can be any scaling of the dividend
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shocks wy, or it can be extrinsic to the model, including literal sunspots. But from
the perspective of agents in the model, forecast errors are not white noise. Instead,

sunspot forecast errors 7, = p; — E 2%1p,] are ARMA(1,1):

1
e = — EL Ut

= 1

1= gL
For some expectations, it is impossible to construct such a process; there are the
expectations for which Sunspot Admissibility never holds. But for overextrapolation,

an extrinsic eigenseries is admissible so long as 6 > 1/f.

0=1.05
0=1.25
= = 0=145
- = 0=165
- = 6=1.85
— White Noise
1___‘___-__..__-._--_-1.‘
O -
-0.5
6 8 10 0 5 10 15
Periods Periods
(a) Sunspot Forecast Errors by 6 (b) Multiple Equilibrium Price Processes

Figure 2: Multiplicity in the Simple Asset Pricing Model

Notes: The impulse response functions (IRFs) are plotted for unit dividend shocks in the the asset
pricing model with M E-type expectations, with 5 = 0.99 and p = 0.75 in all cases. The panel (a)
IRFs are the responses of sunspot forecast errors, calculated for a variety of 6 values; the “white
noise” sunspots correspond to § = 1. The panel (b) IRFs are the responses of asset prices for
different sunspot equilibria, with a common 6 = 1.25.

Figure 2 displays multiple solutions to the asset pricing model for overextrapo-
lation expectations with § > 1/8. Panel (a) plots how the sunspot forecast error
depends on the behavioral parameter . Each line is the impulse response function
of an equilibrium forecast error 7; to a unit sunspot shock v;. The solid red curve is
white noise, which is the standard sunspot shock under rational expectations (6 = 1).
As 0 increases, agents’ forecasts become less rational, and the forecast errors look
less like white noise. Panel (b) plots the impulse response functions for equilibrium

prices p; . In this panel, the behavioral parameter is fixed and the sunspot is defined
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as v; = awy for different values of a. The solid red curve is the solution without any

sunspots. All of these price paths are solutions to the model.

4.3 Sunspot Admissibility in the Asset Pricing Model

The examples considered thus far in this section satisfied Sunspot Admissibility: if
the Behavioral Blanchard-Kahn condition did not hold, then there was multiplicity.
But Theorem 2 says that if Sunspot Admissibility fails, then solutions to models will
be unique regardless of the Behavioral Blanchard-Kahn condition.

The next two examples demonstrate why Sunspot Admissibility is necessary. In
both cases, I assume [ > 1 so that the Behavioral Blanchard-Kahn condition fails.
Under rational expectations, this would imply multiplicity, this is not always the
case when expectations are behavioral. Section 4.3.1 considers the “Naive Heuristic”,
which implies Sunspot Admissibility is never satisfied. Then Section D.3.4 considers

“Natural Expectations”, for which the condition holds in some models but not others.

4.3.1 Asset Pricing with the Naive Heuristic

Suppose now that asset-pricing agents forecast with the “Naive Heuristic” (Brock
and Hommes, 1997). Agents with N H-type expectations forecast prices using the
current price: EN[p,,1] = p;. How are assets priced with these expectations? The

equilibrium condition (18) becomes

pr = di + BEiVH[PtH]

dy
1-p
This solution holds for any value of g # 1. Unlike the FIRE case, a sufficiently small

[ is not required for a stationary equilibrium to exist. And this equilibrium is always

:pt:

unique.

When § > 1, the Behavioral Blanchard-Kahn condition fails, but that is not
enough to guarantee multiplicity. For a sunspot equilibrium to exist, there must be a
time series for equilibrium differences p, that satisfies equation (21). With the Naive

Heuristic, this equation becomes:

Pr = by
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For # > 1, the only solution is p; = 0. No multiplicity is possible.

The key characteristic that makes Sunspot Admissibility fail is that the heuristic
is entirely backwards-looking. Property 3 implies that these types of heuristics never
admit sunspots.

For the expectations discussed thus far, Sunspot Admissibility either always held
(such as the M E-type) or never held (such as the N H-type). But there are expec-
tations that fall in between, such that sunspots are possible in some models but not

others. The next section provides an example

4.3.2 Asset Pricing with Natural Expectations

The previous section demonstrated why multiplicity requires Sunspot Admissibility.
With the Naive Heuristic, this condition was straightforward to characterize: it never
holds. But for some expectations, it is not so clear, and determining if a model is
simply stable can help a practitioner evaluate whether multiplicity is possible.

In this example, agents have “Natural Expectations.”!! They forecast prices by
ENEO9p, ] = (1 — ¢)Ey|pisa] + ¢0pi, with ¢ € (0,1) and @ € (—1,1). In this case,

the simple asset pricing equation (18) becomes:

pe=di + B (1 = @) Ee[pes1] + ¢0py)

Table 3 reports that the Behavioral Blanchard-Kahn condition is satisfied in this
model whenever 1/8 > max(|¢0],1 — ¢).

What happens when ( is large enough so that the condition is not satisfied?
Multiplicity is possible. To form sunspot equilibria, there must be a time series p;

that satisfies equation (21); with natural expectations, this equation becomes:

pe = B((1 = ¢)E[pey1] + #0p:)

These expectations have an AR(1) eigenseries, i.e. this equation is solved by the
following time series:

. 1/B—90 .
t:/lﬁ_—fpt—1+vt

where v; is any white noise.

' These expectations are inspired by — but do not exactly correspond to — the expectations studied
in Fuster et al. (2010).
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1/8—¢9
1-¢
it is impossible to create a stationary sunspot process for prices. This condition is

Sunspot Admissibility is satisfied in this case if and only if | | < 1. Otherwise,

known analytically because the simple asset pricing model is simply stable: there
is only one stable eigenvalue for the one sunspot dimension. To see what happens

without this property, consider the following modified asset pricing model:

pr = dy — affxyq + BEiVE[ptH] (23)

where z; is some endogenous state variable that affects the net dividends earned by

the asset pricer. The state variable is determined based on past prices:
Ty = Yp + 031 (24)

where § € (0,1) by assumption. This example is rather abstract, so as to be only a
simple modification of the asset pricing model, and to have its stability easily describ-
able. But this x; state might represent a dynamic tax or other market intervention
that depends on asset price levels in a sticky way.

Represent this model in the form of the matrix equation (4):

Dt+1 I /e Dt 1
o)) G)s
where n = 1/8.

The proof of Theorem 2 is constructive and uses a a general operator representa-

ENE

tion to show why sunspot admissibility is necessary for multiplicity. But to make it
clear what can go wrong, I will use a simpler approach to demonstrate why sunspots
may not be possible in this particular model. Substitute out for from the asset pric-
ing equation (23) using z; = ;57 p; as implied by equation (24). This gives a single

equation that describes equilibrium:

ayL
<77 * ﬁ) pe = di + B [prya]

If the Behavioral Blanchard-Kahn condition is not satisfied, will there be sunspot
equilibria? Rewrite this single equation in terms of differences between equilibrium

price processes p; (e.g. p = P — Pa, so the exogenous d; drops out, analogous to
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equation (21)), and use the definition of the N E expectation:

<n + 10‘_”§L) pe = (1 — §)Ee[pra] + $0p, (25)

Does this equation have a stationary solution? Not in general. Proposition 2 gives
the condition for exactly when. Denote the determinant of the model’s matrix by

(=dén—ay:

Proposition 2 The modified asset pricing model with natural expectations has sta-
tionary sunspot equilibria if and only if both eigenvalues are stable, |( — 00| < 1 — ¢,
and |0 —n—0(1—@)| <1— ¢+ — dph.

Proof: Appendix B.7

0.9+
0.8 4
0.7 1
0.6 1
<= 0.5 1
04 -

0.3 1

BBK Fails
3=0.75
— =

—_—3=125

0.2 1

0.1+

0.8 1

®

Figure 3: Multiplicity in the Simple Asset Pricing Model

Notes: The figure demarcates the regions where Sunspot Admissibility and the Behavioral
Blanchard-Kahn conditions hold in the modified asset pricing model for possible values of ¢, 6, and
5. In all cases the eigenvalues are \; = % and Ay = % The remaining §, 1, and ¢ are determined
by the values of A1, A9, and

Crucially, the condition for Proposition 2 may or may not be satisfied regardless of
whether |1/1ﬂf_qf’9| < 1 holds. The analytical condition is useful for simply stable mod-
els, but when models are more complicated, there is no general analytical inequality
that determines whether Sunspot Admissibility holds.
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Figure 3 demonstrates this challenge. The gray regions denote combinations of the
expectation parameters ¢ and 6 such that the Behavioral Blanchard-Kahn condition
fails when the largest eigenvalue is \; = %. The blue curve demarcates the regions
where Sunspot Admissibility is or is not satisfied in the simple asset pricing model.
In the gray regions left of the curve, multiplicity is possible because both Behavioral
Blanchard-Kahn fails and Sunspot Admissibility is satisfied. However, in the gray
region to the right of the curve, there can be no sunspot equilibria even though
Behavioral Blanchard-Kahn fails; this is the space where \1/167—7¢¢)9| > 1.

Modifying the model to break simple stability changes the relationship between
expectations and multiplicity. The three curves in Figure 3 plot the demarcations for
three different [ parameterizations that hold the eigenvalues A\; > Ay > 0 fixed. The
blue line that describes the simple model also corresponds to the modified model where
a =~ =0, and d = \y. The purple and red lines have smaller values of 3 but the same
eigenvalues, so a and v must become non-zero: the model’s control and state now
interact. The model is no longer simply stable, so the determinacy region changes. As
[ shrinks, the curves shift left, reducing the possibility of multiplicity by shrinking the
space where both Behavioral Blanchard-Kahn and Sunspot Admissibility are satisfied.

This example demonstrates why simple stability is a useful property for many
expectations: it allows for an analytical inequality that determines exactly when
Sunspot Admissibility holds. But simple stability is not a necessary condition; if it

fails to hold, Sunspot Admissibility may have to be evaluated case-by-case.

5 The New Keynesian Model with Behavioral Ex-

pectations

This section considers the three-equation New Keynesian model with general behav-
ioral expectations, and describes expectations for which unique equilibria exist when

nominal interest rates are fixed.
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5.1 The Behavioral New Keynesian Model

The three-equation New Keynesian model is given by:

New Keynesian Phillips curve: = ﬂE? [Te1] + Ky
Euler equation: iy = E?[TrtJrl] + ]E?[’Yytﬂ] — VYt
Taylor rule: it = QrTy + Ty

where the endogenous variables are per capita output 1, the inflation rate 7;, and the
nominal interest rate 7;. x; is an exogenous monetary policy shock. In the canonical
model, E” denotes rational expectations. Under some assumptions (Appendix C) an
arbitrary behavioral expectations operator can be used instead; Jump and Levine
(2019) review several specific examples.

When ¢, < 1, this model is well known to not satisfy the Blanchard-Kahn con-
ditions for standard calibrations: there are three control variables, but only two ex-
plosive eigenvalues. The “Taylor principle” is to resolve this multiplicity by choosing
¢ > 1 so that there are three explosive eigenvalues. Per Theorem 1, this principle

applies for any behavioral expectation with 7(&,) = 1.12

5.2 Determinacy with an Interest Rate Peg

Recent experience conflicts with the canonical model. Rich economies spent several
years with fixed interest rates at the zero lower bound after the global financial
crisis, and yet inflation volatility remained low. A modest literature arose to suggest
mechanism under which the New Keyensian model is determined with an interest rate
peg, including by relaxing rational expectations.

As demonstrated in Section 4.2, Gabaix (2020)’s “cognitive discounting” can
achieve determinacy by choosing expectations with spectral radius r(Eyg) less than
the magnitude of the stable eigenvalue A\g.'® This choice ensures that the Behavioral
Blanchard-Kahn condition is satisfied so a unique equilibrium must exist.

Similar to Gabaix’s assumption, any form of behavioral expectations with spectral

12This includes the New Keynesian models with diagnostic expectations studied by Bianchi et al.
(2024) and L’Huillier et al. (2023).

B3Tlabaca et al. (2020) evaluate the cognitive discounting model with US time series. Their pa-
rameter estimates satisfy r(Eyr) < 1 so that the model is determinate in the pre-1980 data, even
though monetary policy in this era responds less than one-for-one to inflation.
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radius (&) < |Ag| will have a unique solution. With appropriate parameterization,
this includes all of the incomplete information structures discussed in Section 7.14
Other forms of behavioral expectations can achieve determinacy without assum-
ing biases so large that r(&) < |Ag|. This is possible if the expectations do not
satisfy Sunspot Admissibility. Examples in this paper include many of the heuris-
tic expectations described in Section 7. The most well-known example is Adaptive
Expectations, which never admits any sunspot equilibria, even when the Behavioral

Blanchard-Kahn condition is violated.'® Proposition 3 makes this clear:

Proposition 3 If the behavioral expectation is strictly backwards-looking, then the

solution to the behavioral New Keynesian model with an interest rate peg is unique.

Proof: Appendix B.8

When the behavioral expectation is backwards looking, it is impossible to con-
struct sunspot forecast errors. The expectation operator has no eigenseries. Table 3
reports that many common heuristics in the literature are strictly backwards looking

and imply a unique solution with an interest rate peg.

6 Sophistication vs. Naivete

Behavioral models may have different equilibria when agents are sophisticated than
when they are naive, using the O’Donoghue and Rabin (1999) terminology.

The macroeconomic models considered in this paper feature “sophisticated” agents:
they form expectations about future endogenous variables that are consistent with
behavioral expectations holding in the future. This assumption is implicit in how the
solution is defined (Definition 3); the time series that agents forecast in the model
equation (4) are the equilibrium time series.

The simple asset pricing model of Section 4 makes it clear how the recursive model

definition implies that agents are sophisticated. Recurring equation (18) implies equa-

“Models that achieve determinacy in this way violate regularity condition (3): there exists an
eigenvalue in the interval (r(&p), 1]. This violation is not problematic in the canonical New Keynesian
model, because it has no state variables. However, these types of expectations can introduce internal
inconsistencies in more general models where state variables may be solved both forwards and
backwards.

15This result depends on the restriction of solutions to be stationary; McCallum (1983) demon-
strates that adaptive expectations admit non-stationary sunspots equilibria. Of course, the rejection
of nonstationary equilibria also motivates the Taylor principle, which achieves uniqueness by trans-
forming the multiplicity of stationary equilibria into explosive solutions.
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tion (19): agents forecast the asset price p;y; assuming that expectations will still be
behavioral in ¢4 1. But despite the terminology, the agents do not require any sophis-
ticated reasoning in this model. At time ¢ they are simply forecasting the stationary
time series p;11; they do not need to reason through the model equilibrium.

In contrast, some papers feature “naive” agents: they forecast future variables
expecting rational expectations to hold in the future. These models are solved by
recurring equation (4) under rational expectations, and then applying the behavioral
expectation once. In the simple asset pricing mode, the naive analog of equation (19)
is:

naive:] pny = dy + BE; [dt—i-l + Bdio + BPlys + ]

The recursive asset pricing equation (18) does not necessarily hold when expectations
are naive. There are some examples where the naive solution and sophisticated solu-
tion coincide — i.e. for types where the law of iterated expectations holds, included
Delayed Observation and Diagnostic Expectations with only 1-period of overreaction
— but in general, the solutions may be different.

Some authors argue that a priori, the naive representation is a better description
of human behavior.'® But other macroeconomists assume agents are sophisticated,
including Gabaix (2020). The correct assumption may depend on the specific appli-
cation.

If Theorems 1 and 2 apply to models with sophisticated agents, what determines
existence and uniqueness when agents are naive? This problem is much simpler:
when naive agents have behavioral expectations, then the traditional Blanchard-Kahn
condition can be applied as if agents had rational expectations. Theorem 4 formalizes
this result.

Let variables with N subscripts denote solutions to the model with naive agents.

A “stationary naive solution” is a stationary time series xy,; satisfying

Bxixnt = Bxoxn: + Byy (26)

for all ¢, where xn: denotes the naive forecast of zx;+1. With this definition, the

existence and uniqueness theorem is

6Bianchi et al. (2024) argue that naivety is more realistic, particularly when agents forecast their
own behavior, and use the assumption to study business cycle models with diagnostic expectations.
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Theorem 4 If a macroeconomic model with naive agents has exactly nc eigenvalues

outside the unit circle, then it has a unique stationary naive solution.

Proof: Appendix B.9

The proof of Theorem 4 closely resembles the proof of Theorem 1. Intuitively,
the condition for a unique equilibrium with naive agents is the same as the condition
for a unique equilibrium with rational expectations. Why? Naive agents’ choices
depend on their forecast of a counterfactual rational expectations economy. So if the
counterfactual equilibrium is unique, their choices will be uniquely determined, no

matter how their behavioral expectation is formed.

7 The Spectra for Various Expectations

In this section, I describe the spectra of a variety of expectations.

Table 3 summarizes the expectations. Section 7.2 introduces properties of oper-
ators that are useful for describing their spectra. Appendix D describes in greater
detail how the operator forms and spectral properties are derived.

Figure 1 classified expectations into one of four categories, based on equilibrium
uniqueness when the original Blanchard and Kahn (1980) condition holds. This clas-
sification is a function of the properties reported in in Table 3. Specifically, Theorem

2 implies that expectations are classified based on whether their properties satisfy:

1. Unique if Traditional Blanchard-Kahn Holds: Spectral radius r(&,) = 1
and Sunspot Admissibility always satisfied

2. Possible Multiplicity if Traditional Blanchard-Kahn Holds: Spectral
radius 7(&,) > 1 and Sunspot Admissibility may be satisfied

3. Possibly Unique if Traditional Blanchard-Kahn Fails: Spectral radius
(&) < 1 or Sunspot Admissibility may not be satisfied

4. Always Unique: Sunspot Admissibility never satisfied

7.1 Types of Expectations

Appendix D describes the expectations in detail, but I summarize them here. The

behavioral expectations are classified into three categories.
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Sub-rational Expectations are rational at long horizons, but not in the short run.
These forms tend to satisfy Sunspot Admissibility, at least in simply stable models.
“Mis-extrapolation” includes overextrapolation (Angeletos et al., 2021) and cognitive
discounting (Gabaix, 2020) representations. “Delayed Observation” are expectations
formed when agents forecast rationally but do not have access to contemporaneous
information. Other expectations in this category include “Diagnostic Expectations”
(Bordalo et al., 2018) and “Sticky Information” (Mankiw and Reis, 2002).

Heuristic Ezxpectations are at least partially backwards-looking. When they are
entirely backwards looking, they never satisfy Sunspot Admissibility, as with Adap-
tive Expectations (Cagan, 1956), the “Naive Heuristic” (Brock and Hommes, 1997),
“Trend Following” and “Anchoring and Adjustment” (Hommes et al., 2019). Some
forms use incorrectly-specified but rationally estimated AR(1) models, e.g. “Behav-
ioral Learning” (Hommes and Zhu, 2014) or “Natural Expectations” (Fuster et al.,
2010). These forms do not have a linear representation, but I approximate them
with a heuristic AR(1) instead. Finally, the expectations that mix forward-looking
behavior with a heuristic admit sunspots in some cases, such as the “Heterogeneous
Expectations” (Branch and McGough, 2004).

Incomplete Information includes simple dispersed information structures, where
agents have rational expectations but noisy signals about economic shocks. The
resulting expectation operator describes the behavior of average expectations.!” This
is distorted when agents engage in “Beauty Contests” (e.g. Woodford (2003)) or
are overconfident about their signal precisions (e.g. Daniel et al. (1998) and Odean
(1998).)

7.2 Spectral Properties of Expectations Operators

The spectral radius has several well-known properties that are useful for characterizing

behavioral expectations:

1. The spectral radius is absolutely homogeneous, i.e. for scalar a:

r(a&) = |a|r(&)

17This is sufficient in linearized models where the average expectation is what matters for macroe-
conomic dynamics, and all agents’ expectations would otherwise be representable as a linear operator.
But if the dispersed information model also features a meaningful role for heterogeneity (such as
in Adams and Rojas (2024)) or some agents have expectations that depend on endogenous signals
(such as in Lubik et al. (2023)) then this approach may not apply.
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2. It & is Toeplitz, then the spectral radius is the absolute value of the largest

entry in the operator.

3. The spectral radius obeys Gelfand’s formula:
r(&) = lim |&]]]7 (27)
Jj—o0

where || - || denotes the operator norm.

These properties yield reliable strategies for finding the spectral radius once an
expectation’s operator form is known. If the expectation is proportional to another
operator with a known spectral radius, then the first property gives the radius im-
mediately. If the operator is Toeplitz, the second property is useful. Finally, if none
of those cases apply to the operator, Gelfand’s formula can always be used, either
analytically or numerically.

In order to describe when expectations satisfy the Sunspot Admissibility condi-
tion, it is necessary to study their eigenvalues and associated eigenvectors. A useful

property to this end is:
Property 3 Lower triangular Toeplitz operators have no eigenvalues.

Altun (2011) proves this property for infinite dimensional Toeplitz operators. Many
heuristic expectations have lower triangular operators, so they will never admit sunspot
equilibria.

How can the eigenvalues of an expectation operator inform when the Sunspot
Admissibility Condition is satisfied? Every eigenvalue A of &, has an associated sta-

tionary eigenseries y; (representing the eigenvector of &) satisfying

E? [th+ﬂ = Ay

If y; is AR(1) with autocorrelation \,, and the set of eigenvalues is the unit disc,
then Sunspot Admissibility is always satisfied with white noise sunspots, as discussed
below. If the eigenseries exists in some other form, then it is satisfied in simply stable
models with stable eigenvalues that are also eigenvalues of the expectation operator.

Otherwise, if y; does not exist, the condition is never satisfied
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8 Conclusion

This paper developed a general framework for representing behavioral expectations in
macroeocnomic models, and studied equilibrium uniqueness therein. I introduced the
Behavioral Blanchard-Kahn condition, which allows theorists and applied macroe-
conomists to understand how their assumptions about expectation formation affects
multiplicity in their model. The condition depends on the spectral radius of the ex-
pectation operator. In the appendices, I derive the spectral radius for many common

examples.
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A Behavioral-Regular Time Series

One of the assumptions made in Section 3.1 is that a model’s time series is “behavioral-
regular”. This section defines this property, describes some features of time series with
this property, and gives examples of what can go wrong when it does not hold.

In most practical cases, the exogenous time series ¥, is likely to be behavioral-
regular. The assumption that y; satisfies the property rules out rare edge cases so
that Theorem 3 can make a sharp if-and-only-if statement.

This requirement for eliminating edge cases is not specific to behavioral expecta-
tions. Blanchard and Kahn (1980) also implicitly assert this condition when they con-
clude that an overdetermined model “almost always has no solution.” The behavioral-
regular assumption makes this elimination explicit. However, when agents have gen-
eral behavioral expectations, the condition is more complicated than the simple ra-

tional expectations case.

A.1 Definition

Why is this regularity property “behavioral”? The exact condition depends on the

type of behavioral expectations in the model:

Definition 5 The exogenous time series y; in a model is behavioral-regular if it
satisfies both:

1. MyeZ,pYV #0

2. Zj’io (Tf’éTO’SL)j (T?C + Tfé?s) 1s unbounded if any eigenvalue of Tf’éTQS

1s outside the unit disk.
where My denotes the projection matrix given by
Myc =1 — zve(2pozve)  2pe
=,.u is the operator given by

Epv =— (I — L&) (I - T(;ng,Ugb)‘l Tot

42



T is the operator given by
_ -1 -1 =11 —1 =
T =174 (Tso = (ToseL) (I = Ty Tw&) ™ Tydés + (Toszsozpl + Tose) Znc)

YS and YU are the partitioned block of Q'ByY defined in equation (10).

Property (1) implies that the ny-dimensional unstable block of the model re-
quires ng controls to solve, i.e. forward-looking equations cannot be solved by state
variables. This property also implies that under rational expectations, the Blanchard-
Kahn condition is necessary and sufficient for a unique solution to exist. Thus this
property rules out the additional generality needed in the completeness condition that
Sims (2002) and Lubik and Schorfheide (2003) prove is necessary and sufficient; with-
out the completeness condition they allow for the possibility of models with sufficient
collinearity such that ng forecast error dimensions can boundedly solve ny > nge
unstable dimensions. Lemma 2 in the next section shows such a case is impossible
given the behavioral regularity assumption.!®

Property (2) implies that state variables cannot solve backwards-looking equations
unless the associated eigenvalues are stable. Under rational expectations, this second

property is redundant. But behavioral expectations allows for eigenvalues in the

(1,7(&)) interval that are neither stable nor unstable.

A.2 TImplications of Behavioral-Regularity

Lemma 2 If a model has ng < ng, and y; is behavioral-regular, then the model has

no solution.

Proof. First consider the case where ny > ne. 77? is related to forecast errors by

0 = zve (Cr— Ey_[CY))

18This approach is more complicated than in the Sims (2002) structure, because rational expecta-
tions allows one to write the model as linear in endogenous variables and unforecastable exogenous
shocks. In Sims’ analog to the model equation (4), the exogenous term is assumed to be unfore-
castable. But with behavioral expectations, the exogenous terms must be allowed to have autocor-
relation; their lags cannot necessarily be folded into the endogenous vector, where it is assumed that
all current state variables are known (see equation (5)). This is not to say that the Sims or related
methods can never be used for behavioral models; rather, it is simply that more complicated steps
must be taken to characterize existence and uniqueness.
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zuc has more rows than columns, so the forecast error C; — E?_, [C;] may be overde-

termined. Suppose a solution for nV exists. Left multiply by Myc:
Myen, =0
because Myczyc = 0. In operator notation 7V = En’U?U:
MycZ,vYY =0

which violates the assumption that g, is behavioral-regular. No solution exists.
Next consider the case where ny < ne so that solutions for ¥V, n¥, and 7} exist

by equations (12), (13), and (14). A solution must have a square-summable process

x; that satisfies recursive equation (16), which implies ¥ = > e (T l_éTO,SL)j O.

In operator notation, this equation is

T = (TidTosL) (VO + 1 47F)

J=0

which is not square-summable if y; is behavioral-regular. =

A.2.1 Problem Cases Without Behavioral-Regularity

What can go wrong when v, is not behavioral-regular?
First, consider the simple asset pricing model form Section 4. But instead of
letting the price p; be a control variable, assume that it is a pre-determiend state,

denoted by p;. The asset pricing equation (18) becomes:

Pl =d + Bp}

with 5 € (0,1). Rearrange:

Py =\ (Z Aij) d;
j=0

1

5> 1. This expression is “almost always” infinite,

where the model’s eigenvalue \ =
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unless 3 is a zero of the dividend process, i.e.
dt = (1 — )\L).fll't

where z; is any square-summable time series. Only in this case, the state variable
price p? solves the model by

pts = =1y

This is an example of an edge case where ny; > ne but the model still has a solution
because a state variable can solve the forward-looking asset pricing equation. The
exogenous time series ¥, is the dividend process d;, and it is not behavioral-regular
because property (2) in definition 5 does not hold.

This example also fails property (1) in the rational expectations case. Suppose as
usual that the price p; is a control variable, and let the dividend process be MA(1):
dy = (1 — AL)v;. The asset price is

pe = di + PE[dy11]

= Ut — )\Ut—l — 6)\1}15

so in the edge case where A = &

»

Dt = —AUp_q

and again, the forward-looking pricing equation is solved by a predetermined state
variable.

But when agents have behavioral expectations, A\ = % does not imply that prop-
erty (1) fails. This is why definition 5 requires two properties, where the rational
expectations analog would only require one. As an example, consider the M E-type
,9[

expectations EM* prr1] = OE[piy1]. The asset pricing equation becomes

pr = di + BOE[dy11]
again, assume MA(1) dividends:

= V¢ — )\Ut—l — BHA'Ut
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Now with these expectations, property (1) fails if A = ﬁ.

B Additional Proofs

B.1 Proof of Property 2

Proof. By assumption &, is series-agnostic, so it commutes with B and the spectral

radius of B&, is sub-multiplicative:
T(ng) < T(B)’I"(Eb) = ‘)\B|r<8b) <1

where the final inequality follows from the assumption that [Ag| < r(&,)~!. From the
definition of the spectral radius, A\l — B&, is invertible for any A > r(B&,). Therefore
r(B&y) < 1 implies I — BE, is invertible. m

B.2 Proof of Lemma 1

Proof. Expressed in operator notation, the recursive equation is
T = B&X + &Y

Property 2 implies I — Bé&, is invertible, so & is given by

i=(I—-B&) &y

= (i ngg> &l

j=0

which in time series notation is

Ty = Z Bj]Ei),tJrj [Yetj+1]

j=0
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B.3 Proof of Lemma 2

Proof. nV is related to forecast errors by
n = zve (Ct - ]Eff)—l[ct])

2uc has more rows than columns, so the forecast error C; — E?_ [C;] may be overde-
termined.

Suppose a solution for n exists. Left multiply by Myc:
Myen; =0
because Myczyc = 0. In operator notation 77V = :n,U}?U:
MycZ,uYY =0
which violates part (1) of Definition 5. No solution exists. m

B.4 Proof of Proposition 1

Proof. There exists an eigenvector u; such that
(AW —&)d; =0
and thus the vector v = (1 — AP L)u; satisfies
(AW —-&)Q1=A’L)'5=0

There is some matrix ¢ such that a single row in each block of (Ag — &) (I — AsL) ™" (Qgs0p);

is nonzero, and that row is proportional to (AY — &) (1 — AP L)~!. Therefore

(AS - gb) (I - AsL)_l (st@(p)ﬂ_f =0

so the Sunspot Admissibility condition is satisfied. m
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B.5 Proof of Theorem 2

Proof. As in the proof of Theorem 1, x¥ and nY are given by equations (12) and
(13).

Suppose a solution exists. If ny > ne then 7, can be inverted from 7Y, so the
solution is unique. If ny < ne, then 7, cannot be inverted from nY; whether or not
there exist multiple solutions depends on Sunspot Admissibility.

® denotes the “sunspot” dimensions; let 1’ denote the corresponding rows of 7,

and let xi” denote the corresponding rows of x7. The forecast errors can be found by

—1 .
Z

€~ B[l = ( - ) ( o )
U t

and expected controls are given by

E,

N x£ \| [ X7
U + U - U
Mit1 Xt Xt

which in operator notation is

() (2))- (%)

The unstable dimensions are determined by the unstable block, and satisfy this equa-
tion by construction. But, after rearranging, any solution for the sunspot dimensions

must satisfy

(I = &L) X7 = &if® (28)

Denote the difference between two arbitrary solutions with hats, e.g. ¥° = Y7 —5,
7® =7y — 15, and so forth. These differences must satisfy equation (16) expressed
in differences:

)ACS = Tisl*TO,SL)A(S + T1 sl'TO,SﬁS

)
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which is a simple expression because the unstable block’s unique solution implies

Y =AY = 0. This gives ¥° in terms of 7°:

~ — -1 ~
= (I =TisTosL) T gTosi”

Left multiply by the rectangular matrix s, that isolates the sunspot rows:

. _ 1, )
XY= 56 (I - T1,§T075L) T1,§T0,53®77®

which also uses 7° = s,7®.

Eigendecompose by Tf’éTQ s = Q5'AsQs to yield
. _ -1 .
V=5l (I —Q35'AsQsL) Qg AsQssen®

X =sLQ5 (I — AsL) ' AsQysoi®

Plug in with equation (28) to find a single expression in 7® alone:
En® = sLQg" (I —&L) (I — AsL) ™ AsQssen®
Use séleQSs@ = I to collect terms:
0=s,Q5" (I —&L) (I —AsL) ™' As — &) Qssei®
Ag and (I — AgL)™" commute:
0= 5.Q5 (I — &L) As — & (I — AsL)) (I — AsL) ™ Qssein®

0=s.Q5" (As — &) (I — AsL) " Qss07°

(29)

If and only if the Sunspot Admissibility condition hold, then there exists a vector

¥ such that choosing any proportional vector 71® oc ¥ satisfies equation (29). Thus

multiple solutions exist. m

B.6 Proof of Corollary 1

Proof. The corollary states that a solution is unique if and only if the BBK condition

holds or the SSA condition fails.
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(<) If the BBK condition holds, uniqueness is given by Theorem 1. If the SSA
condition fails and BBK fails, then by Theorem 2, there cannot be multiple solutions.
If BBK fails and there is a solution, it must be unique.

(=) If both the BBK condition fails and the SSA condition holds, we show a

unique solution cannot exist. This occurs in three cases:
1. If ny < ne and SSA holds, then by Theorem 2, multiple solutions exist.
2. If ny = ne and ng < ng, then there is no solution by Lemma 2.
3. If ny > ne, then it must be that ng < ng, so there is no solution by Lemma 2.

Thus, uniqueness requires either BBK to hold or SSA to fail. m

B.7 Proof of Proposition 2

Proof. The proof is cleanest in operator notation. Equation (25) becomes

(141257 ) = (- v+ ot (30)

Using the definition ¢ = 61 — ay:
(n—CL)p=(1-0L)((1 - )&+ )
Rearrange:
0=((1=9)&+ (g0 —n) = 0(1 = §)LE + (¢ — 6¢0)L) p (31)

Apply &£, using EL = I:

0=(1-0)E*+ (¢0 —n—0(1 = @))€ + ¢ — ) p (32)
_ P —n—356(1—¢)  (—0¢0 R
0_52<1+ - L+ 1_¢L2)p
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gOOOaJLJ
1+4ﬁ—n 50 ¢)L+ﬁ 5$9L2

without loss of generality, write p = v for some white noise v

with ag = 1. This implies

—_n— — & LJ
P = o
—¢ —¢ 14 =2+ L
0=_¢? Zaijvt =&*(1+a L)
=0

i.e. a; =0 for all j > 1. To solve for a;, rewrite equation (31):

0=(1=0¢)E+ (90 —n—0(1—-¢))+0(1=9)(1-LE)+(C—d0)L)p

o M mn=00-6),  C-b0h
()—5(14— =0 L+ o

)ﬁ+5(1 — LEp

Plug in for p:

0=E(+aL)v+6(1— LE) Zimo L
= L _
14 iy 6¢9L2
and use the forecast Ev = 0 and the forecast error (1—LE) L 25{1 ?z:?j-j:c 57 SV =
to yield
0=av+dv
— a1 = —0

1-6L

v; when is such a
1+ <759—771—_5q(51—¢) L+ C;qu L2

Any sunspot process must satisfy p =

process stationary? When the representation (1 —ryL)(1—poL) = 1+ 4’9’7—5()[, +
41%529[/2 has roots p; and py inside the unit disc. These roots are also the roots of the
polynomial 6 n— 51— g C sos

¢ nl - e

It is well known when quadratic roots are inside the unit disk: if and only if | <2¢% 5¢9| <1
M\ <1+ C 5¢9 The assumption that ¢ € (0, 1) completes the proof. m

22+

and |
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B.8 Proof of Proposition 3

Proof. An expectation is strictly backwards-looking if its operator representation is
a causal lag operator polynomial. These operators are Toeplitz and lower triangular
(Adams, 2021). Per Property 3, it has no eigenvalues. Therefore the Sunspot Admis-
sibility condition is not satisfied, and by Theorem 2 it cannot have multiple solutions.

B.9 Proof of Theorem 4

Proof. Apply the Schur decomposition to the rational expectations model in equation

(4):
T\ ZE[xy41] = ToZx, + Q' Byy,

Take expectations of both sides
T ZEy g [Bo2i1]] = ToZEs 1 [2] + Q' ByEy 1 [y

then isolate the unstable block using the definitions in equation (10)

TLwExt] = Towxy + BV

Rearrange and recur:

o0

Z Tl U 15/;[4{1

7=0

and replace the rational expectations operator to define the unstable block of the

naive forecast:
oo

1y U
§ TlU OUY;+1

7=0

(33)

The infinite sum converges because all eigenvalues of T (}TLU are inside the unit
circle.

The unstable block of equation (26) is given by

TI,UX%,t = TO,UX%,tfl + TO,Un](\]/,t + Y;U
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which implies the unstable block of the naive forecast error is
775{/,,: = T(IéTl,UX%,t - X%,tfl - TO?]Y;U (34)

where X%ﬂ: is given by equation (33).
As in the sophisticated case, naive agents forecast state variables without error,

so the naive forecast error of the stable block is given by

nz%,t = ZSCZ(;}JUJ[\JZ,t (35)

Finally, solutions for x%,, nf,, and 3, allow the remaining unknown x3, to be
solved from the stable block of equation (26):

TisXne + TisuxNe = TosXNa1 + TosoX it + Tosny, + Toscnn, + v (36)

and rearrange for x% ,:
S _ -1 5 -1 U -1 U -1 5 -1 U -1, 8
XNt = Tl,ST(),SXN,tfl_TI,STl,SUXN,t+T1,ST0,SCXN,7&71+T1,ST07577N,t+T1,ST075077N,1‘/+T1,Syt

The matrix T 1jéT075 has all eigenvalues inside the unit circle, so x3, can be written

as

X = Z (Tf,slvTo,s)] (—=Tv,suxxa; + ToseXne1-; + Tosnui_; + Toscine; + i)
=0

(37)

Z is unitary, so the time series that uniquely solve the naive model (26) are

S
XNt = 2" Xg’t
XNt

S
« T
XNt = XNt +0Nnt = XNt + 2 Jlj’t
NNt

recovered by
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ONLINE APPENDIX

C Deriving the Behavioral New Keynesian Model

This section derives the behavioral New Keynesian equations of Section 5 from mi-

crofoundations.

C.1 Households

The representative household’s problem is represented by the Bellman equation

Ol—'y_l N1+77
B Xl +n

V(A;Z) = max

b 1. 7!
B + AE V(A 2|2

st. AR+WN+D=C+ QA

The household’s endogenous state variable is assets A which are purchased at a price
() set by the government and pay return R. The household’s budget constraint is
real: workers choose consumption C' (the numeraire) and work hours N earning real
wage W. Households also receive real dividends D from the firms, which they own.
The vector Z includes exogenous state variables, profits, and prices, which atomistic
households take as exogenous. E° represents the household’s behavioral expectation,
and primes denote the next period’s values.

The household’s problem is solved by a labor supply equation
xNT"=WC™

and an Euler equation

QC™ = BE' ()" R|

The Euler equation can be derived as usual because E is assumed to be linear: the
‘ o ‘ 0 . B :
partial derivative operator passes through it, so that 5% E" [V (B'; 2')|Z] = E* 5%V (B'; Z')| Z]
The asset structure is unusual for a New Keyensian model. () captures the com-
ponent of returns that is known in advance, while R captures the component that is
stochastic. Under rational expectations, both components can be included in R with-

out affecting behavior; this is not true when expectations are behavioral. Different
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assumptions about () imply different equilibria. In this case, I assume:

1 1
pr— R = —
@ 141 IT
where 7 is the nominal interest rate set by monetary policy and IT = % is inflation in

the price of consumption. These assumptions imply that the Euler equation becomes:

O = (1 + i) BE [(C”)‘” Hi} (39)

C.2 Firms

The final good Y is produced by a competitive retail sector, which aggregates firm-

specific intermediate goods indexed by j € [0, 1]:

v=( /(Y)dj)

which implies the standard demand function

y% P!
y,) P

There is a unit measure of monopolistic firms producing intermediate goods. Firm

<

j’s real dividends are given by

P
D; = 5Y; ~WN,

where Pj is the price of their output Y;. They produce by hiring N; workers:
Yj = CN;

where ( is total factor productivity.

Each firm maximizes the present value of real dividends, which it discounts in the
same way as the household. Firms face a Rotemberg (1982) adjustment cost when
changing prices. When selecting a new price P}, the firm pays real cost 1/2(log P} —

log P;)? in units of the numeraire, where P; is the firm’s price in the previous period.
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The firm’s value function is

/

P!
V(P 2) = max (N, = W, = /2(log P| — log ;)" + €7 GE" [(C/)*7 v(P, Z’)]Z]

!
PN

subject to the retail demand function 4= ( Y > . Written in terms of a single

choice variable, the value function is
P/ 1—e W Pl —€
Ve 2) = () Y= () Y-u/on-tos PO () V(R 212

/

The Euler equation is where II; = %

P! 1—e W [ P; —€ 1 3
0=(1-¢ (ﬁ) Yier (FJ) Y =4 logTl; 4 P,C7E [ﬁ(c') 7¢10gH}|Z}

J

C.3 Aggregation and Market Clearing

Impose symmetry:

0=(1-¢Y + E%Y —logIT + PC7BE? {% (C") " log H'\Z]

The real wage is determined from the labor supply equation as W = yN"C"7. This
expression can be written in terms of output, using N = Y/¢ and C' = Y to get
W = x¢{"Y"7 | implying

1 _
0=(1—-eY +ex( " Y™ _4plogl + PCYBE {ﬁ (C" " log H’|Z]

Log-linearize around the deterministic steady state, where lowercase variables de-

note log deviations, and over-bars denote steady state values:

0=((1—eY +ex(" Y™ (4 y+1))y — v+ PE [1|Z]

(1= Y +ex¢ 1YVt (n4ry+1)
P

Rearranging gives the New Keynesian Phillips Curve with xk =

7 = ky + BE? (x| 2]
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or in the time series notation
T = Ky + BE} [mp11]

Similarly, log-linearize the Euler equation (38) and impose market clearing so that
c=Y:
it = B [YYee1 + 1] — Y01

This gives the two microfounded equations of the behavioral New Keynesian model

in Section 5; the assumed Taylor rule completes the model.

D Deriving the Spectra of Various Expectations

This appendix motivates the operator representations of the expectations appearing
in Table 3, and describes their spectra.

A series-agnostic expectations operator &, operating on the vector of n time series
x; has the same spectral radius (&) for all n > 1. Thus in the following sections I
describe the operators with scalar blocks, but the operator blocks expand to conform
to the dimension of the time series on which they operate, without affecting any

features of their spectra.

D.1 Rational Expectations

Let £ without subscript denote the one-period-ahead rational expectation operator.

The rational expectation E;[x;,1] of the time series z; = Z;io X;Lw; is

Ei[241] = Et[z XijWtH]

J=0

=Y XjnLw

=0
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The block vector representation of the one-period-ahead rational expectation is

X1
. Xo
EX = X,
Therefore the operator £ is given by
01 00
0010 )
£=1o0001 =L

& is Toeplitz with largest entry 1, so the spectral radius is
r(€)=1

which is why the traditional Blanchard-Kahn condition is a special case of the Be-
havioral Blanchard-Kahn condition.

The Sunspot Admissibility condition is always satisfied for rational expectations.
Any stable eigenvalue A is also an eigenvalue of £, with eigenvector corresponding to
the AR(1) process y; = \yi—1 + wi:

Ee[yer1] = Ay

To satisfy Sunspot Admissibility, there must exist a time series represented in vector

form ¥ such that
SEDQEI (AS - 517) (] - AsL)_l Q5’S®27 =0

If ¥ is a white noise process, then Qgso¥ is also white noise, (I — AsL)f1 QsSxU is
AR(1), and
E(I—AsL) ' Qgsol = Ag (I — AgL) ™ Qgs07

satisfying the property.
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D.2 Sub-rational Expectations

This section describes several types of “sub-rational” expectations. These expecta-
tions feature behavioral biases and predictable forecast errors. Yet, they preserve
several features of rational expectations: they are forward-looking, and depend on

equilibrium behavior in the modeled economy.

D.2.1 Mis-extrapolation

“Mis-extrapolation” modifies the rational expectation by the scalar ¢ > 0:
]EVE’%H = OE 2441

This form of expectations is known by different names in different cases. In Gabaix
(2020), agents form expectations by “cognitive discounting”, which is carefully mi-
crofounded, but manifests in reduced form as forecasting with 0 < 6§ < 1. Angeletos
et al. (2021) suggest that to fit facts about the term structure of expectations, it may
be worth considering “overextrapolation” where 6 > 1.

The operator form of mis-extrapolation is

o O O
o O
o > O
> O O

Evpp =08 =

with spectral radius
T(gMEﬂ) = 9’/’(5) = 9

where the first step follows from the absolute homogeneity of spectral radii.

An eigenvalue X of £y g satisfies
Ayy = Ei\/[Eﬂ[yt+1]

= OE[ys+1]

which is solved by eigenseries
A
Yo = Eytfl + Wy
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Such a series may not satisfy Sunspot Admissibility in general, but will for simply

stable models where |5| < 1 so that g is stationary.

D.2.2 Diagnostic Expectations

Diagnostic expectations (Bordalo et al., 2018) are growing in popularity, have many
appealing properties, and describe a variety of empirical patterns.'® This section
demonstrates another useful property: the spectral radius is 1. This implies that
models with diagnostic expectations have unique equilibria if they would also have
unique equilibria under rational expectations.

The diagnostic expectation is given by

D6,
E, ¢$t+1 =Ewi1 + 0(Ewip1 — B g241)

where 6 controls the degree of overreaction to recent news, while the integer ¢ controls
the number of recent periods to which agents overreact. The operator representation
1s

Epps = E+0(E — LOEXH)

01+6 0 0 0 . 00 0 0 0
=lo0o .. 0 1+0 0 . f[-]l0 . 0 0 0 . |=
0 .. 0 0 1460 . 0 .. 0 0 4
0146 0 0 0 .. 0 9% 0 0 0
0 0 92 0 0
0O .. 0 1+60 0 . [=]0 o0 0 9P 0
o .. 0 0 1 ' 0 0 0 0 WPt

19See for example Bordalo et al. (2019), Bordalo et al. (2020), or Chodorow-Reich et al. (2021).
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where the diagonal series is given by

1+60 i<¢
1 1> ¢

,lgiD’Gyd) —

The diagnostic expectation operator is not Toeplitz, so its spectral radius is not
as straightforward as many of the other expectation operators. In these cases, it is
sometimes possible to derive the spectral radius analytically by characterizing powers
of the operator. The iterated expectation 8’[‘;797 ¢ is zero except for the kth diagonal.
The largest entry is (1 + 6)* when k < ¢, and (1 + 0)® otherwise. The norm of a

diagonal operator is the largest magnitude entry, implying

(L+0) k<o

||51k),9,¢>|| -
(1+60)? k> ¢

By Gelfand’s formula (27) the spectral radius is
r(Epgos) = lim [|EE, ||t = lim |(1+0)%|r =1
’ 7¢ k—oo D’G’d) k—o00

Under Diagnostic Expectations, Sunspot Admissibility may not be satisfied in

general,? but will be for simply stable models. An eigenvalue A of £p g 4 satisfies
Mo = B[y

= Eifyii1] + 0 (Eefyer1] — Ee—o[yr+1])
To find the eigenseries, consider the moving average representation y; = Z;io a;Liw,.
The coefficients are related by
(1+0)a; j<¢
a; J>0

)\CLj_l =

2OHowever, I suspect that Sunspot Admissibility is always satisfied for Diagnostic Expectations:
I have found no counterexamples, but cannot prove the conjecture.
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Normalizing ag = 1 implies

@ <
i X
(25)° N >0

so the two components of the moving average representation are

o—1 é
: 1 A 1
E CLjL]: By —( L) by
1— =220 146 1— =L

j=0 140 140

= A \? 1
- L
D a (1+9) 1— AL

j=¢

and the eigenseries is

¢ ¢
- (L, ).,

1—1—19L 1—M\L

This is a stationary ARMA(2,¢ + 1) time series for any stable A, except in the case
of ¢ = 1 where it reduces to an ARMA(1,1):

1— 227

[925 = 1] : Yt = BV —1J):GL Wy

D.2.3 Delayed Observation

Many macroeconomic time series are only measured and publicly released with a
delay. “Delayed Observation” expectations reflect this constraint. Forecasters cannot
use the current value of a time series; they forecast rationally, but only using data
realized in the past. This structure has a representation as a behavioral expectation,
even though agents are fully rational.

The “DO”-type expectation is given by
EtDO!L"tJrl =By 12441
which in operators is

Epo = LE?
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o O O
o O O
S = O
— o O

Iterating £pp multiple times gives
Eho = (LEY)" = LeM

because EL = I. Additionally, the norm is ||[LEFT|| = 1, because the norm of a
diagonal operator is the supremum of the magnitude of its entries. This allows the
spectral radius is found by Gelfand’s formula (27):

. 1 . 1
r(€po) = lim ||Epol|* = lim [1[+ =1

The Sunspot Admissibility condition is always satisfied for DO-type expectations.

Any stable eigenvalue A is also an eigenvalue of £pp, which satisfies

Ay = E?O [yt+1]

=Ei1[y41]

which is solved by eigenseries
Yt = AY—1 + Wi

Just as rational expectations sunspot equilibria are created with any white noise
process, delayed observation sunspot equilibria can be created with any lagged white

noise process.

D.2.4 Sticky Information

Mankiw and Reis (2002) introduce “Sticky Information” in which agents only update
their forecasts with some probability 6 € (0,1). The Sticky Information expectations
are given by

EfIﬁ[L‘t.’_l =0 Z(l — e)jEt_th+1

J=0
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In Mankiw and Reis’ original framework, no individual forms expectations this way.
Rather, these expectations govern the average expectations in the economy.?! More-
over, in their original application these expectations are not used to forecast a process
x¢11 but rather to nowcast an optimal price-setting decision. Still, other applications
use Sticky Information to replace rational expectations in more general settings.

When forecasting x,,1, the operator form is

Esro=10) (L—0)yL&™
=0

0100 00 0 000 0
0010 00 1-0 000 0
=01 00 01 oo o0 1-¢ o 00

(1-6)?

where the diagonal series is given by

—_

970 =0 "(1-0)
0

i

By assumption 6 € (0, 1) so this sequence satisfies 19;9[’9 € (0,1) with limit
J
lim ) (1-0)f=1

As with diagnostic expectations, this operator is not Toeplitz, but the spectral

radius can be found using Gelfand’s formula (27). The iterated expectation E3 10 has

21Closely related is the “6D bias” (Gabaix and Laibson, 2001) where agents deterministically
update every D periods, instead of stochastically. In this case, the operator representation is £6° =
Zf;ol %thh“. As with the sticky information formulation, the 6D bias operator is sub-rational,
has a unit spectral radius, and SSA is satisfied for all simply stable models.
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only one non-zero diagonal D; with entries given by

k-1

SI,0

D = H Vits
i=0

This operator is diagonal, so the norm is given by

k—1

SI,0
H5§1,9H = sup | Hﬁi—l-j |
7 ]:0

k—1
. S1o| _
:Z.liglo|H19i+j =1
=0
Thus by Gelfand’s formula the spectral radius is
: 1
r(Esre) = lim [|Eg4lF =1
k—o00 ’
An eigenvalue \ of g7 ¢ satisfies
Aye = B [y ]

= 0 (Et[yerr] + (1 = O)Er[ye] + (1 = 0)°Eyafthaa] + ..)

The eigenseries for these expectations is complicated. Consider the moving aver-
age representation y; = Z;io ajL7w;. The operator representation implies that the

eigenseries associated with eigenvalue A must satisfy the recursive relationship

)\Gj,1 = j Q5
so any particular coefficient is given by
M\
aj = = 9510 o
k=1"Yk
Therefore a stationary eigenseries exists if lim;_, o W = 0, which is the case if
k=1"k

A < limj 0o 97" =1, ie. for any stable \.
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D.3 Heuristic Expectations

Not all forms of expectations are forward-looking. Before the rational expectations
revolution, modeled expectations were often backwards-looking heuristics. These
types of expectations depend on current and past realizations with an assumed struc-
ture.

Purely backward-looking expectations are always determinate: they have no eigenseries,
so the Sunspot Admissibility condition is never satisfied. However, these expectations
are worth characterizing systematically for several reasons. First, their spectral radii
still affect equilibrium existence. Second, deriving their operator representations pro-
vides a comprehensive reference for practitioners comparing different behavioral as-
sumptions. Third, making the spectrum explicit clarifies why particular expectations
exclude indeterminacy. Finally, sometimes heuristics are combined with forward-
looking components, so deriving the properties of the backward-looking component

is necessary.

D.3.1 Adaptive Expectations

A classic heuristic is the Adaptive Expectations of Cagan (1956) and Friedman (1957).

The Adaptive Expectation of a time series is given recursively by
EM 000 = 0z + (1 — OBz,
which in operator notation is

Eappg =0+ (1—0)LEARy

0
T 1-(1-6)L
1 0 0
1-0 1 0 0
_o|l a-02 1-60 1 o0
(1-0)3 (1—-6)?2 1-6 1

This operator is Toeplitz, so its spectral radius is equal to the absolute value of
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the largest entry:
r(Eapp) =0

The Sunspot Admissibility condition is never satisfied for Adaptive Expectations:

Eapyp is Toeplitz and lower triangular, so by Property 3, it has no eigenvalues.

D.3.2 Naive Heuristic

Brock and Hommes (1997) consider a “naive” heuristic in which agents forecast using
current or past realizations:??

ENH# [T441] = Teg
for 0 > 0.

The corresponding expectation operator is
Enmo =L’

with spectral radius
T(ENH,Q) == T(L9> =1

The Sunspot Admissibility condition is never satisfied for the Naive Heuristic: L?

is Toeplitz and lower triangular, so by Property 3, it has no eigenvalues.

D.3.3 Behavioral Learning

Tuinstra (2003) and Hommes and Zhu (2014) consider “Behavioral Learning,” where
agents forecast using an incorrectly specified AR(1) model, which may not match the
rational forecast if the true model is not AR(1). However, this mapping is not a linear
operator, so the uniqueness theorems will not apply.

Still, it may be valuable to understand the properties of these expectations for
an arbitrary AR(1) model, rather than the endogenous optimally-estimated model.

Expectations of this form are given by

EBL’Q [l‘t+1] = 91'15

22Tn their original work and many following papers, Brock and Hommes name this heuristic “naive
expectations”, which I relabel to avoid confusion with the naivete discussed in Section 6.
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where 6 is the first autocorrelation of the x; time series. The expectation operator

for time series z is

Epro =01

with spectral radius
T(SBLﬁ) = ‘0‘ <1

which is necessarily less than one.
The Sunspot Admissibility condition is never satisfied for Behavioral Learning:

Epr.p is Toeplitz and lower triangular, so by Property 3, it has no eigenvalues.

D.3.4 Natural Expectations

Fuster et al. (2010) consider “Natural Expectations”, which is a linear combination of
rational expectations and some “intuitive” form of forecasting, with relative weights
controlled by the parameter ¢. In their original application, Fuster et al assume
that the intuitive model is a parsimonious model, estimated on the equilibrium time
series. For example, agents might estimate an AR(1), while the true process is a higher
order ARMA. As with Behavioral Learning, this mapping is not a linear operator,
so the uniqueness theorems will not apply, but it may be valuable to understand the
properties of these expectations for any given AR(1) intuitive model, rather than the
endogenous optimal model.

I approximate the Natural Expectations structure by assuming that the intuitive
forecasting is given by some arbitrary heuristic AR(1), instead of being determined

in equilibrium. These expectations are
ENE797¢.T15+1 = Qsel‘t ‘I‘ (1 — ¢)Etxt+l

where ¢ € (0,1) denotes the relative weight placed on the intuitive forecast, and 6
is the autocorrelation of the heuristic AR(1). Were ¢ = 1, the expectations would
simplify to Behavioral Learning, but with ¢ # 1 Natural Expectations have more
interesting spectra, e.g. eigenvalues exist.

The operator form is
Enpoo =00+ (1—9)E
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This operator is Toeplitz, and the largest magnitude entry is either ¢f or 1 — ¢.

Accordingly, the spectral radius is

r(Engp.e) = max(|p0], 1 — @)

An eigenvalue \ of Enp g 4 satisfies
Yy = ]EiVE’G’¢[yt+1]

= @0y + (1 — @) Eq[ye11]
which is solved by eigenseries

A— ¢f
1—¢

Y = Ye—1 + W

Such a series may not satisfy Sunspot Admissibility in general, but will for simply

A—¢0

= | <1 so that y; is stationary.

stable models where |

D.3.5 Trend Following

Hommes et al. (2019) consider “Trend Following” expectations, defined as

Ef ™21 = 21+ (o1 — 74-2)
where # > 0 may be larger or small than 1, which they label as strong or weak trend
following respectively.

The operator form is
Errg=(1+0)L —0L?
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0 0 0 0

1+6 0 0 0

=4 -6 1+6 0 0
0 —6 146 0

This operator is Toeplitz, so its spectral radius is the largest absolute entry:
T(ETF,Q) =146

The Sunspot Admissibility condition is never satisfied for TF-type expectations:

Erryp is Toeplitz and lower triangular, so by Property 3, it has no eigenvalues.

D.3.6 Anchoring and Adjustment

Hommes et al. (2019) consider another heuristic “Anchoring and Adjustment” which
includes a term for the observed long-run average, motivated by Tversky and Kahne-
man (1974). Over time, the average goes to zero, leaving the limiting form of these
expectations:

AAQ
E " x = 0z + (2421 — 24-2)

EAA,O = (1 -+ 9)L —L?

0 0 0 0

1+6 0 0 0

=4 -1 1+6 0 0
0 -1 146 0

Again, this operator is Toeplitz, so its spectral radius is the largest absolute entry:
r(Eang) =1+16

The Sunspot Admissibility condition is never satisfied for AA-type expectations:

Eaa,p is Toeplitz and lower triangular, so by Property 3, it has no eigenvalues.
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D.3.7 Heterogeneous Expectations with a Heuristic

Models with heterogeneous expectation formation can be expressed as a series-agnostic
operator if agents’ expectations can be aggregated when writing the dynamic model.
This section considers such an example from Branch and McGough (2004).

A fraction 1 — ¢ of agents have rational expectations. The remaining fraction ¢

form expectations with a heuristic: E[z;11] = 0z;,_;. The average in the economy

defines the H F H-type expectations:
EAEEO (2 4] = (1 — @)Elzei1] + ¢0x1 4
The operator form is

Enpnps = (1—¢)E + ¢OL

0 1-¢ 0
o0 0 1—¢
|l o %0 0 1-¢
0 ¢0 0

This operator is Toeplitz, and the largest magnitude entry is either 1 — ¢ or ¢6.
Accordingly, the spectral radius is

T(gHEH,G,qb) = max(1 — ¢, |¢0])

An eigenvalue X of Egpu g s satisfies

Ay = Ef[EHﬂ@[ytH]

= ¢0y;—1 + (1 — @) Ey[ys41]
which implies an AR(2) eigenseries:

A
yt+1:1_¢yt—1_¢

Oyi—1 + wy
This time series is stationary if the roots of the polynomial 2% — ﬁz—k %9 are inside
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the unit disc.
Therefore, such a series may not satisfy Sunspot Admissibility in general, but will
for simply stable models where |0 < 1%5 and [A| < 1—¢+(40) so that the eigenseries

1 is stationary.

D.4 Incomplete Information

Incomplete information is unlike the behavioral expectations considered thus far.
Behavioral expectations are not rational, and the forecasts are spanned by the entire
set of fundamental shocks w;. However, when information is incomplete, expectations
may be rational, but are spanned by a different set of shocks: either noise shocks are
added, or some linear combination of shocks is removed.

Still, in some simple cases, incomplete information can be represented as a behav-
ioral expectation by considering the component that is spanned by the fundamental
shocks alone. Many rich information structures may not be represented this way,
such as when agents information set is endogenous. But this section explores some
tractable cases where the incomplete information forecasts have a representation as
behavioral forecasts.

This section relaxes the assumption from Section 2 that agents observe fundamen-
tal shocks w;. Instead, I consider incomplete information models where agents observe
only noisy signals. Then, I analyze aggregate forecasts: while individual agents may
have rational expectations (with spectral radius one), the aggregate forecast is not
rational when information is dispersed. I derive the reduced-form operator that de-
scribes how aggregate forecasts respond to fundamental shocks wy, fitting incomplete
information into the behavioral framework. The examples in this section demonstrate
that specific incomplete information structures admit behavioral operator represen-
tations, but whether this approach extends to other information structures is an open

question.?

23Can rational inattention fit in this framework? Dynamic rational inattention models where the
signal properties evolve over time are excluded. However, if information acquisition decisions are
made ex-ante and the resulting information structure remains fixed (a common modeling choice),
the noisy signals approach can apply to determinacy conditional on that structure (the “inner loop”)
even if it cannot determine which structure agents select.
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D.4.1 Noisy Signals

Under this structure, agents form expectations about future variables using noisy
signals of the fundamental shocks. The friction only affects expectation formation:
the shocks can affect non-expectational variables and equations as usual, even if this
introduces internal inconsistency in agents’ information sets. The model is written
as if all agents receive the same noisy signal. If instead agents receive private signals,
then the expectations I derive represent the average agent.

I assume that when forming expectations, agents do not use the true values of the

shocks w;. Instead, they observe a noisy signal s, given by
St = Wy + (39)

where the noise term is orthogonal to the shocks and i.i.d. distributed v; ~ N(0, 6).
This structure generalizes when there is more than one shock so long as o2 is the
same for all shocks. Otherwise, expectations no longer satisfy Property 1.

Agents forecast by

EN[2pn] = Balzrpnl {si-5}520]

=B Xjnwijl{si-53520] = D XjpnEalwijlsij]
=0

J=0

- 1
= Z Xj+hm5t_j
7=0

To express the expectations with noisy signals as a behavioral expectation, con-

sider only the effects of the fundamental shocks w;. This representation is:

B [ween] {Hwe-s}520] = ElE[@en {55} 520l {we-i} 520

=E ;Xﬂhl—iest—ﬂ{wt—j}fo = ;Xﬁrhﬁwt—j = ﬁEt[ﬂﬁHh]
which in operator form is
Ens = ﬁg
with spectral radius
) = (3 5) = 13

73



While individual agents have rational expectations (spectral radius one), the aggre-

gate forecast operator has r(Eng) = < 1. This result is specific to the noisy

1
1+6
information structure: other information assumptions might yield different aggregate
spectral radii.

An eigenvalue \ of Engp satisfies

Ay = EiVS,@[yt+1]

1

= 1+0Et[3/t+1]

which is solved by eigenseries
Yo = A1+ 0)yr1 +w;

Such a series may not satisfy Sunspot Admissibility in general, but will for simply

stable models where |A(1 + 6)] < 1 so that y; is stationary. 6 > 0 so the condition

1

can be rewritten as [A| < 5.

D.4.2 Beauty Contests

This section considers a “beauty contest,” a game where forecasters face both incom-
plete information and strategic complementarity that warps their forecasts. Dynamic
beauty contests further warp the forecasts made in models with noisy signals. Wood-
ford (2003) is the classic example of this type of model.

When forecasting, agents would like to use the true values of w;, but can only use
noisy signals thereof, as in Section D.4.1. Agent ¢ receives the noisy public signal

given by equation (39) as well as a noisy private signal p;; given by
Pit = wi + &at

where the noise term &; ~ N (0, ag) is i.i.d. across agents.
Agents literally have rational expectations, but do not make rational forecasts.

Rather, they care about how their own forecasts compare to the population average,
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and in equilibrium appear to feature a behavioral bias. They forecast by
“[Xewn) = Z jnEi [wi—g]

Where the backcast EZC[w;_;] is given by
EipC[we-j] = (1= 07)Eiefwr—j] + 07 e [E7 o]

The rational expectation conditional on the two signals is

o?
Elw|pit, st| = it :
rlps, i 0+ 02 +002" T 9102+ 002"
or
Elw;|pit, 8¢] = bppir + bssi
Solving the beauty contest requires finding the unknown coefficients a, and a, in
Eftﬁj [we] = appir + ass;. Plug the rational expectation into the backcast:

Eiﬁg[ ] = (1 - a)<bppit + bsst) + aEi,t—i—j [apwt + asSt]

appit + ass; = (1 — a4 aay) (bppy + bssi) + aags

collect coefficients:
ap = (1 —a+aay)b,

(1—a)b,
— = —_—
- ab,
as = (1 — o+ aay)bs + aa,
Q
= a5 = bs bs
a + 1= Oéap
C1- aby,
The average expectation is
EFSw] = apw, + ags,
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so the projection onto w; is

(1—a)b, N bs ) 0,
p

apwt+aswt:(1—abp 1 —ab

¢! —a)bp—i-bsw
1 —ab, !
(1 —a)d +of

Wy
(1 —a)0 + af + 00

Or, to match Huo and Pedroni (2020) intuitive finding that this is just a rescaling of

the variance of the private signal noise:

_ 0+07/(1—a)
0+0f/(1—a)+007/(1—a)

Wy

0+ w
0+¢+0¢ '
where ¢ = ag /(1 — «), which may be positive or negative. Thus the behavioral

expectation is written as

0+ ¢

B ) = 5 g as

E, [th+1]

which is the average expectation in the motivating beauty contest.

The operator representation is

0+ o
Epo = —7E&
PET 0 6+ 00
with spectral radius
0+ ¢ 0+ ¢
g — 5:
résc) =G 5865 = 519+ 09

An eigenvalue \ of Engp satisfies

Ay = Efc’0’¢[yt+1]

0+ ¢

= mﬂ“:t [3/t+1]
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which is solved by eigenseries

BNAR R

= 1+t w
Yt 0+ o Ye—1 t

Such a series may not satisfy Sunspot Admissibility in general, but will for simply

9+¢+9¢| < 1 so that y, is stationary. ¢ may be negative, so the

0+¢
condition can be rewritten as |A| < |%|.

stable models where |A

D.4.3 Signal Precision Overconfidence

This form of expectations marries incomplete information with a behavioral bias.
Agents receive the noisy signal (39), but misperceive how noisy it is. The noise
term is distributed v, ~ N(0,0), but agents mistakenly believe it is distributed v, ~
N(0,0/¢). Typically, agents are considered to be overconfident about the signal’s
precision so that ¢ > 1, but any positive value is allowable.?*

Similar to Section D.4.1, agents backcast the shocks w,; by

1
E5PCw,|sy)] = ———s
lsd = 75575
so the coefficient on w; alone is also m. Therefore the expectation operator is

1
Espo = ———&
SPO 1+9/¢

with spectral radius
1 £) = o)
1+6/¢ " ¢+0

Noisy signals lower the spectral radius relative to full information, but overconfidence

’f‘((gspo) = ’I“(

raises the spectral radius relative to the rational expectations case of Section D.4.1.

An eigenvalue \ of Egpp g4 satisfies

Ay = Efpo’e’d)[ytﬂ]

24 A large literature following Odean (1998), Daniel et al. (1998), Daniel et al. (2001) and others
study agents who are overconfident about the precision of their private signals, but also observe
public signals. Huo and Pedroni (2020) show that beauty contest models with both types of signals
can be re-parameterized as a model where agents only observe private signals, as in this section.
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which is solved by eigenseries

0+ o
¢

Such a series may not satisfy Sunspot Admissibility in general, but will for simply

Ye = A Yi—1 + W

stable models where ])\e%ﬂ < 1 so that g, is stationary. 6§ > 0 and ¢ > 0, so the

condition can be rewritten as |A| < ﬁb'

78



	Introduction
	Expectations as Operators and Other Notation
	Information Bases and Behavioral Expectations
	Time Series as Vectors and Expectations as Operators
	The Spectral Radius
	Recursive Expectations and the Spectral Radius

	Uniqueness in a General Macroeconomic Model
	Notation and Definitions
	A Sufficient Condition for a Unique Solution
	Necessary Conditions for Uniqueness
	Sunspot Admissibility
	Simple Stability
	Sunspot Admissibility and Multiplicity


	A Simple Asset Pricing Model
	The Model
	Multiplicity
	Sunspot Admissibility in the Asset Pricing Model
	Asset Pricing with the Naive Heuristic
	Asset Pricing with Natural Expectations


	The New Keynesian Model with Behavioral Expectations
	The Behavioral New Keynesian Model
	Determinacy with an Interest Rate Peg

	Sophistication vs. Naivete
	The Spectra for Various Expectations
	Types of Expectations
	Spectral Properties of Expectations Operators

	Conclusion
	Behavioral-Regular Time Series
	Definition
	Implications of Behavioral-Regularity
	Problem Cases Without Behavioral-Regularity


	Additional Proofs
	Proof of Property 2
	Proof of Lemma 1
	Proof of Lemma 2
	Proof of Proposition 1
	Proof of Theorem 2
	Proof of Corollary 1
	Proof of Proposition 2
	Proof of Proposition 3
	Proof of Theorem 4

	Deriving the Behavioral New Keynesian Model
	Households
	Firms
	Aggregation and Market Clearing

	Deriving the Spectra of Various Expectations
	Rational Expectations
	Sub-rational Expectations
	Mis-extrapolation
	Diagnostic Expectations
	Delayed Observation
	Sticky Information

	Heuristic Expectations
	Adaptive Expectations
	Naive Heuristic
	Behavioral Learning
	Natural Expectations
	Trend Following
	Anchoring and Adjustment
	Heterogeneous Expectations with a Heuristic

	Incomplete Information
	Noisy Signals
	Beauty Contests
	Signal Precision Overconfidence



