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Abstract

This paper characterizes a general class of macroeconomic models with
incomplete information, which feature endogenous signal processes. These
types of models are not always well-behaved, possibly featuring many equi-
libria, and solution algorithms may not converge to a fixed point. I intro-
duce an Information Feedback Regularity condition to discipline these models.
The regularity condition is necessary for a stable fixed point to exist. Stable
fixed points have nice properties: finite-dimensional fixed points approximate
infinite-dimensional stable equilibria arbitrarily well, and iterative algorithms
will converge to them. Most importantly, I prove a global uniqueness theorem:
if an equilibrium fixed point is stable, then it is the unique stable equilib-
rium. Next I derive a sufficient condition; if the signal process includes enough
idiosyncratic noise, then all fixed points must be stable, guaranteeing global
uniqueness. I study the conditions and equilibrium properties in a number of
example applications. Finally, I introduce an algorithm to solve the general
model, and provide resources to compute it.
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1 Introduction

This paper studies macroeconomic models with dispersed information and endoge-
nous signals.! When signals are exogenous, models are well understood: there are
conditions that ensure equilibrium existence and uniqueness.? However, modelers
may prefer signals to be endogenous, so that agents can learn from realistic sources,
such as employment or interest rates. When a model features endogenous signals,
when will its equilibrium be unique? This is an open question. This paper makes
progress towards answering it.

The first theoretical contribution is a regularity condition. When signals are en-
dogenous, agents’ choices depend on their information sets, which depend on agents’
choices, which depend on their information sets, and so forth. Is this feedback explo-
sive or well-behaved? The Information Feedback Regularity condition addresses this
question by quantifying this explosiveness.

Checking if a model satisfies Information Feedback Regularity is easy and useful.
Crucially, the regularity condition is necessary for a model to have a signal-stable
equilibrium. Signal-stable equilibria have many nice properties: they are robust to
small deviations in the signal process, they are locally unique, and an iterative al-
gorithm is guaranteed to converge to the solution given a good initial guess. More-
over, if they are infinite dimensional, they can be approximated arbitrarily well by
finite-dimensional signal-stable solutions. But perhaps the most valuable property of
signal-stable equilibria is that their global uniqueness is describable.

When is an equilibrium globally unique? For these types of models, the existing
literature cannot say, except in specialized settings.® It is extremely challenging to
characterize uniqueness in general because solutions are often infinite dimensional
and feedbacks are typically non-contractive and nonlinear. However, I demonstrate
that it is possible to describe uniqueness within the class of signal-stable equilibria.
And again, the regularity condition is crucial. If Information Feedback Regularity
holds, then any signal-stable equilibrium must be the globally unique signal-stable
equilibrium.

Is it possible to guarantee global uniqueness? Yes, if a model satisfies the Suffi-
cient Idiosyncrasy Condition. The condition is satisfied when idiosyncratic noise is

! “Endogenous” signals or information has different meanings in different literatures. In this
context it is Huo and Takayama (2015)’s definition: the endogeneity refers to agents’ observation of
noisy signals containing endogenous variables. This contrasts with the large literature of endogenous
information acquisition, where agents choose to utilize a subset of available information, such as in
the rational inattention literature following Sims (2003).

2See for example Han, Tan, and Wu (2022), Huo and Takayama (2023), or Theorem 1 in this
paper.

3In dynamic models without endogenous state variables, uniqueness or multiplicity can some-
times be characterized. For example, some asset pricing models with endogenous information have
demonstrable multiplicity, as in Angeletos and Werning (2006), Hellwig, Mukherji, and Tsyvinski
(2006), or Angeletos, Hellwig, and Pavan (2007). In others such as Grossman (1976), the equilibrium
is unique.



sufficiently large; this dampens the feedback from aggregate variables to expectations
back to aggregate variables. The sufficient condition implies the necessary condi-
tion; Information Feedback Regularity must hold as a consequence. The condition
guarantees uniqueness by ensuring that all fixed points are signal-stable. Sufficient
Idiosyncrasy may not hold in all models; in particular it requires that the model fea-
tures as many idiosyncratic shocks as signals. But as with the regularity condition,
the sufficient condition can be easily checked from the parameterization of a model
without solving it.

I derive these results for a general class of macroeconomic models that can include
endogenous state variables such as capital.* 1 show how to rewrite these types of
models as a nonlinear signal operator that maps signal processes to signal processes.
A solution to the model is a fixed point of the signal operator; thus the theoretical
results derive properties of this operator. For example, the Information Feedback
Regularity condition controls how explosive the signal operator is in certain directions.
When a fixed point is signal-stable, repeated application of the signal operator will
converge to it. I refer to this solution algorithm as Signal Operator Iteration. But,
most theoretical results in this paper can be applied without using this particular
algorithm.®

To demonstrate how to apply these findings, I consider a number of simple exam-
ples drawn from the literature. It is straightforward to represent a variety of common
model structures in the general form described in this paper. From there, the regular-
ity condition is easily determined by calculating the norm of a block Toeplitz matrix.
In some cases, this can be done analytically; otherwise I provide code to do so numer-
ically. Then I show that choosing model parameterizations to satisfy the condition is
helpful for objectives such as ensuring fixed point existence, ensuring uniqueness, se-
lecting among multiple equilibria on the basis of stability, or understanding numerical
non-convergence.

4Endogenous states introduce additional challenges, so very few publications study such models
without additional assumptions that reveal the true state. The earliest example is Graham and
Wright (2010), who solve a version of the Neoclassical growth model with dispersed information.
Their model features two signals and two shocks, but there are confounding dynamics so that the
aggregate shock is not perfectly invertible from the aggregate signal. A recent example is Adams
(2023) which studies an optimal policy when dispersed information amplifies the macroeconomic
effects of noise shocks.

5The literature has several existing methods to solve models with endogenous information. Past
shocks can be revealed to agents so that the information problem remains static, as in (Lucas,
1972), or if there are as many shocks and signals, Blaschke root-flipping can be used to solve a
model analytically (e.g. Kasa (2000), Acharya (2013), or Rondina and Walker (2015)). But if
shocks are never revealed, solution is more challenging. Nimark (2017) uses an iterative algorithm
to calculate higher order expectations in a general asset pricing model with endogenous information;
this algorithm can be applied to more general settings without endogenous states, as Nimark (2008)
and Melosi (2016) do in New Keynesian models. When a model features endogenous states, another
option is Han, Tan, and Wu (2022), who improve upon this paper’s methodology by approximating
signals with a finite ARMA at each iteration.



The strategy for the remainder of the paper is outlined as follows. In Section 2 I
define a general linear rational expectations model with incomplete information, and I
derive agents’ optimal policy function in terms of the signals they observe, and define
the signal operator. In Section 3 I introduce the Information Feedback Regularity
condition, describe Signal Operator Iteration, and prove various properties of the
operator, including the existence and uniqueness theorems. Section 4 introduces
and demonstrates the sufficient condition. Section 5 explores the simple examples
applying the method and drawing conclusions from the regularity condition. Section
6 concludes.

2 The General Macroeconomic Model

In this section I describe a general macroeconomic model with incomplete information.
I describe the macroeconomic structure, derive agents’ optimal policy function, and
characterize how the endogenous signal process is determined.

Consider a stationary linear macroeconomic model of the following form.® The
equilibrium conditions for agent 7 at time t are:

0 = Ei4[BxoXit + Bx1Xi 41 + BaoAir + Bar Aii11] (1)

X 1s an n x 1 vector of endogenous variables. n = n¢+ng where ne is the number of
control variables which are chosen at time ¢, while ng is the number of state variables
which are chosen at time ¢ — 1. Assume that X;, is ordered so that the control
variables appear first. The my4 x 1 vector A;, contains the information observed by
agents: my linearly independent time series. This may include exogenous variables
such as economic shocks and signals, and it may include variables that agent i takes as
exogenous, but are endogenous in equilibrium, such as an economy-wide interest rate
or price level. When agents form expectations, their information set is the history of
the A, vectors:
Bul) = BL{Aw Y2

The matrices { Bxo, Bx1, Bao, Ba1} contain coefficients encoding the n equilibrium
conditions of the model that determine agent 7’s choice of the endogenous variables
in X,,. Additional equations that determine how A;; is determined are incorporated
when information is endogenized in Section 2.2.1.

6This general form encompasses a broad class of DSGE models, and is solved without information
frictions in Uhlig (1995), among many others. This structure also nests many popular types of
information frictions, including models that do not require forecasting, such as the beauty contests
in Section 5.1. The main limitations of the information structure in this paper are that: (1) it does
not allow for a discrete number of information sets (Han, Tan, and Wu (2022) introduce a method
which can solve such problems) and (2) it does not allow agents’ equilibrium conditions to be affected
by shocks or prices that do not enter their information set (this excludes models that assume agents
only forecast using e.g. a subset of prices).



2.1 The Policy Function

I will derive agents’ optimal choices as a policy function where the input is their
information set.

A linear solution to the model is policy that expresses X, ; as a function of variables
A,y for k > 0 such that (1) holds with equality for all t. This is not necessarily
a recursive policy function; it may depend on the entire history of A; ;. Specifically,
define policy functions to be linear in the history of white noise forecast errors W; ;.
With this basis, A, is given by

Ay = AL)Wi, = > A LW, (2)

j=0

When the lag operator polynomial A(L) is invertible, this corresponds to the Wold
representation. The policy function can be expressed as a lag operator polynomial:

Xig = X(L)Wiy =) X, LW, (3)

J=0

Expressing policy functions in terms of information is convenient because forecast-
ing is straightforward: E;[W; %] = 0 for all & > 0.7 Frequently the policy function
is expressed in term of the history of signals, and this form is easily recovered by
inverting A(L):

Xy =X(L)W;y = X(L)A(L) " A, (4)

where {X;}32, are n x m4 matrices. When expressed in terms of the innovations
W+, the equilibrium condition (1) becomes

0 = BxoX(L)W;; + [Bx1 L' X(L)]s Wit + BagA(L)W; ;s + [Ba L A(L)]s Wiy (5)

where [-]4 is the annihilation operator, which annihilates negative powers of L. I
assume that agents forecast linearly, which is optimal when shocks are normal. Then,
equation (5) follows from equation (1).

The equilibrium policy function can be expressed as a linear function of the fore-
cast errors W, ;. Before deriving the formula, some notation must be defined.

The generalized Schur decomposition of the coefficient matrices is denoted by

Bxo = QToZ Bx1 =QTZ

"This is the Wiener-Kolmogorov prediction formula. See Hansen and Sargent (1981) for a de-
scription in the context of rational expectations models. The Wiener filter in this case is used for
characterizing expectations in lieu of the Kalman filter is which more common in the literature;
the Kalman filter is less convenient in this situation because time is infinite, and when endogenous
information is introduced, the state space becomes infinite as well.



where () and Z are unitary, Ty and T} are upper triangular, and the diagonal of T
is arranged so that the generalized eigenvalues are ordered with increasing magni-
tudes. Partition the matrices into blocks, separating the first ng dimensions from the
remaining n¢ dimensions. Denote the partitions as:

T = ( Toss Tosc ) T, = ( T\ ss Tisc ) 7 ( Zss Zsc )
0 Toce 0 Ticc Zes Zeo
I make two regularity assumptions about the model, following Klein (2000). Blan-
chard and Kahn (1980) make similar assumptions in a less general setting.

1. Zoc is invertible.
2. Bxo and Byx; have no undefined or unit generalized eigenvalues.®
Define the polynomials Z(L) and ©(L) by

0 —L—lBC(L)—lT(;gC
EL)=| I 0 Q* (6)
0 _BC(L)ATO_,({“C

O(L) =

7 ( —Bs(L) ™ (ZscZot + TrgsTisc) L —Bs(L) Ty 4oL Bs(L) ™ (ZscZgs — Ty gsTo,sc L) )
0 0 I
(7)

where Bg(L) = (I 4+ Ty g5To.ssL) and Bo(L) = (I + Ty teTicc L),

Theorem 1 If Bxg and Bx, have exactly nc generalized eigenvalues outside the unit
circle, then the unique policy function is given by
X(L)=O(L) [E(L) (BaL™" + Bao) A(L)],
Proof: Appendix A.1.
The purpose of Theorem 1 is to express the policy function in a way that can be
easily applied to the endogenous information case in Section 2.2. The requirement

that ne eigenvalues are outside the unit circle is not novel; it is equivalent to the
Klein (2000) generalization of the Blanchard and Kahn (1980) condition that there

8The ith generalized eigenvalue of the model is the ratio of diagonal elements Toii/Thii- T,
is zero while Ty ; ; is nonzero, the generalized eigenvalue is said to be infinite. If both are zero, then
the generalized eigenvalue is said to be undefined.



must be as many unstable eigenvalues as there are contemporaneous jump variables
for the equilibrium to be uniquely determined.”

The advantage of expressing the policy function this way is that it provides a
single linear operator that maps agents’ information (encoded in A(L)) to their actions
(encoded in X (L)). This linearity is valuable for proving properties about the general
equilibrium in Section 3 such as existence and stability. Adding and multiplying lag
operator polynomials are linear operations, as is applying the annihilation operator.

2.2 Endogenous Information

This section details how the information process is formed, how it depends on en-
dogenous decisions, and the fixed point equation that it must satisfy in equilibrium.

In this section, I assume that the conditions for Theorem 1 are satisfied, so that
given an information process, agents have a unique policy function.

2.2.1 Endogenous Information Formation

When information is endogenous, the signals A; ; are jointly determined in equilibrium
with the rest of the model. For A, to be endogenous, the model requires an additional
equilibrium condition. This is the fized point equation: the signal dynamics must be
consistent with the dynamics implied by the other endogenous variables. I proceed by
outlining a general framework for how endogenous information is formed, characterize
it in terms of lag operator polynomials, and then define the fixed points.

Suppose the signals A;; observed by agent ¢ are a sum of exogenous signals Sx ;
and endogenous signals Sy ; +:

Air = Sx,it + SNz (8)

where all of these signals are m4 x 1 vectors. These signals can be expressed as lag
operator polynomials times the white noise process of fundamental exogenous shocks,
€it, which has dimensionality m. > m4 and (without loss of generality) unit variance:

Sxit=3Sx(L)eir  Snit = Sn(L)eiy (9)

The causal square-summable polynomial Sx (L) is a primitive of the model. But the
polynomial Sy (L) depends on equilibrium behavior and aggregation. Define the sum
of the two polynomials as

Am = S(L)€i7t = SX(L>5i,t + SN(L)&‘J& (10)

9Huo and Takayama (2023) impose a similar eigenvalue condition to ensure equilibrium exis-
tence and uniqueness in general models with exogenous signal processes. They go further and find
additional regularity conditions such that the eigenvalue condition is not only sufficient but also
necessary.



Endogenous signals are determined by macroeconomic aggregates. This assumes
that the actions of atomistic agent ¢ do not affect the information of any agent be-
yond their effect on the aggregate economy. The square-summable polynomial G(L)
encodes exactly how aggregate variables affect the endogenous signal. For example, it
may include aggregate resource constraints or adding up constraints, economy-wide
policy rules, sectoral demand, or other conditions relating aggregate allocations to id-
iosyncratic prices observed by the decision makers. G(L) is a primitive of the model,
and generates signals by

Snit = G(L)X: (11)

The right hand side of (11) includes no idiosyncratic terms, so Sx,;+ is the same for
all agents; it is determined only by macroeconomic aggregates X;.

2.2.2 The Wold Representation

Before describing aggregation, it is necessary to characterize how white noise innova-
tions W, , are determined by the fundamental shocks €; ;.

The signal A;; is equivalent to two polynomials: S(L)e;; is a lag operator poly-
nomial of fundamental shocks, while Wold representation A(L)W,, is a lag operator
polynomial of white noise forecast errors. These white noise Wold innovations inno-
vations can be written as

VVi,t - A(L)_ls(L)&;,t = W(L)gi,t
which has a variance matrix denoted by Xy .

Appendix C.4 describes how to compute the Wold representation from the signal
autocovariance function. Let the m 4 xm 4 matrix I'; denote the jth autocovariance of
the signal A, ;. The fundamental shock ¢;,; is a white noise process with unit variance,
so the autocovariance I'; is given by

L= 5SS, (12)
k=0

2.2.3 Aggregation

Aggregate variables affect the endogenous signal, so I must characterize how shocks
aggregate, and how aggregated shocks determine aggregate allocations.

The shock €;; contains both aggregate and idiosyncratic dimensions. Suppose
there is a unit measure \ of agents ¢ in the set Z. Assume the idiosyncratic dimensions
are mean zero in the population. Then the average signal A; = fz A, 1d\(7) satisfies

&:/am%w@



because S(L)e;; is linear in the sequence of shocks. Similarly, the aggregate endoge-
nous vector X; = fz X, 1dA(7) satisfies

Xo= [ X@WudAi) = [ XEW(L)dr0)

= X(L)W(L) /I e dN(i) (13)

Finally, let the projection matrix Pg denote the diagonal matrix with ones in dimen-
sions corresponding to aggregate shocks and zeros elsewhere, so that

/ e dN(i) = Pgesy Vi€l (14)
T

2.2.4 The Fixed Point Equation

The lag operator polynomial Sy (L) is determined by combining equations (11), (13),
and (14):

Sn(L) = G(L)X(L)W(L) P (15)
Adding Sx (L) to equation (15) yields the signal process implied by equation (10).
This defines the Signal Operator B(S(L)):

B(S(L)) = Sx(L) + G(L)X (L)W (L) Py (16)

which can be written as a function of S(L) because the polynomials X (L) and W (L)
are both determined by S(L). For cleanliness, I drop henceforth the (L) notation
when writing the signal operator.

Combining equations (10), (15), and (16) provides the equilibrium fized point
equation:

S = B(S) (17)

The fixed point equation (17) states that the dynamics of the signal process must be
consistent with the dynamics it implies for the endogenous variables.!? If the signal
S satisfies the fixed point equation (17), then it is said to be an equilibrium signal
process.

The next sections and main results of the paper are focused on understanding the
operator B, how to compute it, and what can be said about its fixed points.

0Why are there no higher order expectations in the fixed point equation? In many models (e.g.
the beauty contests in Keynes (1936), or more recently in papers such as Morris and Shin (2002),
Woodford (2003), Allen, Morris, and Shin (2006), Makarov and Rytchkov (2012), or Nimark (2017))
agents must forecast the forecasts of others, which themselves depend on forecasts of forecasts,
and so on, leading to a hierarchy of higher order expectations. Explicitly finding this hierarchy is
challenging, but fortunately not necessary in general to solve for rational expectations equilibria.
Instead, it sufficient to require that all agents make their best possible forecasts given their infor-
mation sets. The fixed point equation does exactly this. This insight has been understood since
at least Townsend (1983), and Huo and Pedroni (2020) solve for expectations in a general class of
beauty contest models using this approach.



2.3 A Simple Example: Asset Pricing with Confounding Dy-
namics

Throughout the theoretical sections that follow, it is useful to see the theorems ap-
plied to a common example. So this section introduces a model of asset pricing with
dispersed information and shows how to represent it in the form used in this paper.
Then later sections (3.2, 3.4, and 3.5) will discuss its theoretical properties further af-
ter new theorems are introduced. Section 4.2 modifies the model to include additional
idiosyncratic noise.

2.3.1 Model Assumptions

This asset pricing model features “confounding dynamics” (Rondina and Walker,
2021). There are as many shocks as signals, so it is possible for endogenous signals to
reveal full information. But there are also other equilibria where endogenous behavior
confounds inference of the underlying shocks. The regularity condition and signal-
stability uniqueness theorem help distinguish between these equilibria. Specifically:
full information is the only signal-stable equilibrium.

Agents forecast the value of an asset in the next period, discounted by a factor g €
(0,1). The fundamental value of the asset is x;, which is determined stochastically:

Ty = F(L)ut

with standard normal shocks u; ~ N(0, 1) and rational F'(L). Agents’ choice variable
is their discounted forecast:

Dit = 5Ez‘,t[$t+ﬂ
Agents do not observe the current value x; exactly, but they do see a noisy signal
z;+ with standard normal idiosyncratic error y; ;:

Zit = Ty + Yiy

and they also observe the average price p;:

Pt = / pi,tdi
i€l

2.3.2 Representation in the General Framework

How does this model map to the general form? The signal vector is A;; = ( Z;’t )
t

The equilibrium condition is conveniently rewritten as p;; = BE;4[21+1] because
forecasting x4 is equivalent to forecasting z; 4. In this case, mapping to the form
in equation (1) implies Bxg = —1, Bx1 =0, Bag=(0 0)and By = (5 0)

10



The exogenous signal process for this model is Sx(L)e; s = < FE)L) é ) ( yUt > ’
it

while the endogenous signal process is
0 0 1

with Pg = (1) 8 ) to identify only the aggregate shock u; from the vector €, ;.

This model is simple because there is no dynamic interaction between endogenous

variables; the feedback operators are ©= = [ and G = < ? )

2.3.3 Equilibria in the Confounding Dynamics Model

One benefit of this particular example is that the solutions are known without resort-
ing to numerical methods.

Under full information, the equilibrium is p;; = Sf;, where f; denotes the full
information forecast of x;,1:

fi = [L7F(L))uy

This is always an equilibrium of the incomplete information model as well: if agents
observe p; = S fi, then they form expectations by E;[xi11] = fi.

But if F(L) is noninvertible, then there exists a second equilibrium (or more)
featuring “confounding dynamics”. Denote the Wold representation of F(L)z; by

F(L)x, = A" (L)w!

with causal and invertible A(L) and white noise w!. Furthermore, assume that

F(L) is such that the forecast polynomial is [L=*A(L)]; is invertible (e.g. F(L)
could be MA(1) or ARMA(1,1)).

Proposition 1 If F(L)u; is noninvertible with forecast errors wf then p¢? = B[L=*AF (L), wF
1s an equilibrium price process of the confounding dynamics model.

Proof: Appendix A.11.1
Full information and confounding dynamics are both equilibria of this model. But
as Section 3.5 shows, both equilibria are not stable.

3 Properties of the Signal Operator
In this section, I introduce the Signal Operator Iteration algorithm, a fixed point

of which solves the general model of Section 2. I define the Information Feedback
Regularity condition, and show that it is necessary for signal-stable equilibria, which

11



are locally unique and have convergent sequences of approximations. Finally, I give
the global uniqueness theorem for signal-stable equilibria.

But first, I introduce notation and describe how to represent signals as Toeplitz
operators.

3.1 Block Toeplitz Operator Representation of Lag Operator
Polynomials

In order to characterize fixed points, it is useful to treat signal processes and other lag
operator polynomials as bounded linear operators on a Hilbert space. This is helpful
because operator properties are valuable for proving and understanding properties of
equilibrium. For example, the Information Feedback Regularity condition introduced
in Section 3.2 is defined in terms of the operator norm, and proving the uniqueness
theorems repeatedly uses operator properties. This representation is also helpful
because it maps directly to a computational strategy, as Appendix C makes clear.
Working with operators brings some additional notation, but the mathematics are
familiar: the bounded linear operators are simply infinite-dimensional matrices.
Specifically, an arbitrary n x m square summable lag operator polynomial Y'(L) =
Z?’;_Oo Y;L/ is a bounded linear operator on an infinite sequence of shocks or another
time series. Y (L) has a representation as a block Toeplitz operator, which is the
infinite analog to a block Toeplitz matrix. For notation, let Y denote the Toeplitz
operator of the polynomial Y (L), which maps ¢* — (2.1 The operator Y has n x m
blocks, so Y maps m X 1 shocks to n x 1 signals. For the arbitrary operator Y, the

matrix form is:
Yo Y Y., Y3

i Yo Y, Y,
Yo i Yo Y. .. (19)
Y3 Yo Y1 Y

The product of two operators is the product of the infinite Toeplitz matrices, the
inverse Y ! of the operator is the inverse of the infinite Toeplitz matrix, and so
forth.'? The lag operator L is the Toeplitz operator with identity matrices along the
first block diagonal below the main block diagonal. When Y'(L) is causal, so that it
has Y; = 0 for all j < 0, the operator Y is lower block triangular.

When Y (L) is a constant matrix so that Y; = 0 for all j # 0, then the operator
Y is block diagonal with Y, along the main block diagonal. To ease notation, I let
the matrix Yy also denote its corresponding block diagonal operator, so that I do not

1 Appendix E elaborates on how to represent time series in this space.
12For this and other useful properties of operators on £2, see Conway (2007), or Frazho and Bhosri
(2010) for Toeplitz operators in particular.

12



have to define a new operator for every matrix that is added to or multiplied by a lag
operator polynomial.

The signal operator B(S) is a nonlinear operator, mapping S, m. — Smm.-
Smam. denotes the Banach space of causal block m4 x m. Toepliz operators that
map m.-dimensional random shocks to m4-dimensional signals. S,,, . is a Banach
space, and the distance metric on this space is the norm || - ||5.1

13

3.2 The Regularity Condition

Will the Signal Operator Iteration algorithm be well behaved? Can a fixed point be
stable?

These questions are answered by evaluating whether the model satisfies a regu-
larity condition: Information Feedback Regularity (IFR). The condition characterizes
the potential size of the information feedback in the model. If the feedback is small
from signals to decisions to signals, then it is possible for stable equilibria to exist
such that Signal Operator Iteration will converge given a good initial guess. The
condition is given by:

Condition 1 A model satisfies Information Feedback Regularity if
|GOZ(Ba L™ + Ba)| < 1

|| - || here denotes the operator norm, which measures by how much the operator can
increase the variance of any signal process. Accordingly, Condition 1 says that this
operator must decrease the variance of a signal. Because the operator maps % to
(2, the operator norm is the largest singular value, which is analogous to the matrix
norm in finite dimensions, and can be easily computed.

The non-causal operator GO=(Ba; L' + Bg) depends entirely on the primitives
of the model in question. Therefore IFR can be evaluated without solving the model.
The norm of this operator represents how much B(.S) can be changed by perturbing
the signal process S in a way that is spanned by a forecast error process W.' To see
why, write out B(S) using Theorem 1 (and omitting the (L) notation):

B(S) = Sx + GO [Z(BaL ™" + Bao)A], WP (20)

Two components make up the feedback mechanism. The first component G deter-
mines how aggregate actions affect individuals’ signals; when entries in G are large,

13Lemma 11 proves this self-map.

M Appendix A.2 defines this space and norm formally.

15The annihilator [-]; does not appear in the IFR definition because the non-causal components
of GOZ(Ba1L ™1+ Bag) are relevant for perturbations linear in W but with very long lags; Theorem
3 shows that the entire non-causal operator gives the relevant necessary condition. Perturbations
orthogonal to W are more complicated: instead of a single expression, the relevant norm depends
on the signal S around which the perturbation is made. This is why calculating the general Fréchet
derivative of B (Theorem 8) is much more challenging.

13



small changes in actions have large effects on the information process. The second
component ©Z(By; L~ + B,g) determines how information maps to actions via the
policy function (Theorem 1); when this operator is large, small changes in the infor-
mation agents observe have large effects on their actions. Condition 1 may be violated
if either of these terms is too large. For example, if the feedback from information
to actions to information is via an inelastic channel (such as capital) the feedback
may be small so that the condition is satisfied. However, if the feedback is via a
very elastic channel so that the regularity condition is not satisfied, several problems
occur: an equilibrium will not be signal-stable (Theorem 3), and may not be solvable
(Corollary 1).

Information Feedback Regularity in the Confounding Dynamics Example

The regularity condition is easy to check in the asset pricing example (Section 2.3):

Proposition 2 Information Feedback Regularity is satisfied in the confounding dy-
namics model if 5 € (0,1).

Proof: Appendix A.11.1

The discount factor § controls the information feedback in the confounding dy-
namics model. When f is large, then small changes in average expectations have
large effects on the endogenous signal. But when § < 1, IFR holds, dampening the
feedback from expectations to signals to expectations.

3.3 Approximate Fixed Points

Fixed points of the true model (17) may be infinite-dimensional and uncomputable.!®
It is helpful to first understand computable approzrimate fixed points of a finite ap-
proximation of the model B,. This is useful for characterizing numerical solution
methods, but this approximation is also used in the proofs of several theorems re-
garding the true model.

The finite approximation B, is defined:

B.(S) = B(S)P, (21)

The projection operator P, truncates a signal process after lag 7, which I refer to as the
“order” of the approximation. This is a standard approach to approximating infinite-
dimensional Toeplitz operators known as the “finite section method” (Béttcher and
Silbermann, 2012). Fortunately, even though the true equilibrium may be of infinite
order, it can be approximated arbitrarily well with the finite section method; Theorem
2 formalizes this property.

16See Sargent (1991), Makarov and Rytchkov (2012), or Huo and Takayama (2023) among others.
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The solution algorithm Signal Operator Iteration repeatedly applies B, to find a
fixed point, so that guesses of the signal S™ and S™! are related by

ST = B,(57) (22)

= (Sx + GX"W"Pg) P,

Appendix C describes this algorithm in detail and explains how to compute it nu-
merically.

A fixed point S, of B, is called an approzimate fized point (or colloquially, an
approximate solution of order ) of the macroeconomic model, satisfying:

~ ~

ST = BT(ST) (23)

Finite-dimensional signals may be true solutions (for example, the beauty contest
models in Section 5.1) but in many cases will only be solutions to the finite approx-
imation B, of the true model B. A finite truncation is sufficient for all practical
purposes because an infinite dimensional object is never computable. Still, it may be
valuable to know whether the model has a solution without truncation, and whether
the finite solution is a good approximation to the infinite case. Theorem 2 affirms
this to be true.

The fixed point B(S) = S in equation (17) is the equilibrium fixed point of the true
Signal Operator defined in equation (16). Theorem 2 proves that if finite-dimensional
solutions converge, the limiting signal process is the fixed point of the infinite-order
signal operator. This is because the finite-order signal operator can approximate the
uncomputable infinite-order signal operator arbitrarily well (Lemma 3).

Theorem 2 (LimitsA of Approximate Fixed Pqints) ]fAS”T s a sequence of firved

points satisfying B.(S;) = S: and lim, .o S; = S, then S is a fized point of the
infinite-order signal operator, i.e. B(S) =5

Proof: Appendix A.4

What is the practical implication of Theorem 27 If the model has an approximate
solution for large 7, and further increases to 7 make little difference to the numer-
ical solution, then the infinite-order solution must exist, and can be approximated
arbitrarily well.}”

Conversely, if an infinite-order true solution exists, will there necessarily be a
sequence of finite approximates that converges to it? Yes, if the true solution is
signal-stable. The next section defines signal-stability and explores its properties.

1"The theorem also demonstrates an advantage of this signal truncation after 7 lags, compared
to revealing the entire set of underlying shocks after 7 periods. A limit of solutions under this
alternative approach may not be the solution to the true model.
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3.4 Equilibrium Stability and Uniqueness

In this section I study signal-stable equilibria and local uniqueness. I show Informa-
tion Feedback Regularity is necessary for signal-stable equilibria to exist.

Why do we care about stability? Signal-stable equilibria are interesting because
they are robust to small perturbations, and can be found numerically. They are also
informed by Information Feedback Regularity: they cannot exist without IFR. And
most importantly, signal-stable equilibria are globally unique.

3.4.1 Signal-Stability

Any equilibrium signal process S is a fixed point satisfying S = B(S). In general, the
set of possible equilibria is difficult to characterize because B is nonlinear. However,
it is possible to characterize a refined set of equilibria with an important property:
signal-stability.

Definition 1 An equilibrium fized point signal satisfying S = B(S’) is called signal-
stable if there exists some neighborhood of S such that for any S in the neighborhood,
|1B(S?) — B(S)|ls < [|S® — S||s. Otherwise, S is called signal-unstable.

What characterizes a signal-stable equilibrium? If you perturb the signal process,
the change in forecasts will not be so large that the implied endogenous signal changes
by more than the perturbation. Signal-unstable equilibria are typically cases where
small perturbations are explosive, but also the edge cases, where small perturbations
of input signals imply an equal perturbation of output signals. This type of stability
is known in other settings as “contractive stability” .18

The term “signal-stability” emphasizes that this concept refers to stability with
respect to perturbations to the signal process, as opposed to stability regarding only
policy functions or economic outcomes. Because the signal vector may include ex-
ogenous signals, a signal-stable equilibrium must be robust to perturbations in these
dimensions as well. In either case, the perturbation is not to the exogenous stochastic
process driving the economy (Sx is always unchanged). Signal perturbations can be
thought of as random noise in the signals observed by agents, which may be driven
by either extrinsic sunspots or fundamental shocks.

Why are signal-stable equilibria interesting? They are robust to small changes in
the information process. In models with endogenous signals, the endogenous compo-
nent depends on the equilibrium signal itself. If an equilibrium is signal-stable, this
self-referential feedback is well behaved. If an equilibrium is signal-unstable, this feed-
back is explosive, so that small perturbations in the signal process can produce ever
larger perturbations in the endogenous component, diverging away from the equilib-
rium. As a practical matter, signal-unstable equilibria cannot necessarily be found

18This is because the operator 3 is a contraction on a neighborhood around a signal-stable fixed
point. Signal-stability is stronger than “exponential stability” which only requires that B* is con-
traction, for some possibly large k. Appendix B discusses this latter form of stability.
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by iterative methods. As a conceptual matter, the explosive sensitivity could make
signal-unstable equilibria unlikely to be observed in the real world, where modeling
error or other perturbations appear.'® Still, signal-unstable equilibria are valid model
solutions and I can neither rule them out nor characterize them in general.

Signal-stability is a more powerful property than solvability. If a model is solvable
by iterative methods it is not necessarily signal-stable and signal-stability guarantees
local uniqueness (Theorem 4) while solvability does not. Applying Signal Operator
[teration or another algorithm to solve a model does not guarantee that the solution is
well behaved, even if the algorithm converges: it is possible to converge in some region
around a fixed point, but diverge in another. For example, a saddle point features
this property, where the saddle path will converge to the point, but every other point
in any neighborhood around the solution will diverge. Or it is possible to have a
path that converges to an continuous connected region of valid fixed points, such that
iterative algorithms will converge to points on the boundary, which are surrounded by
other valid solutions. The possibility of such solutions is compounded by the infinite
dimensional nature of the space, where any particular dimension might be one in
which perturbations lead to divergence or alternative fixed points. Signal-stability
rules out such possibilities.

The method to check if a fixed point S is signal-stable is by evaluating the norm
of the Fréchet derivative Dy(S) at that point

Property 1 S is a signal-stable equilibrium if and only if HDB(S')H < 1.

This property follows directly from the definition of signal-stability: the Fréchet
derivative is the operator-valued derivative of B, so the norm || Dg(S)]|| is the size
of the greatest marginal deviation of B around S. Evaluating stability by calculating
the Fréchet derivative is analogous to evaluating the stability of the fixed point z of
a scalar-valued function f by calculating f'(z). Theorem 8 gives the exact expression

~

for Dg(.9).

3.4.2 Stability and the Regularity Condition

Information Feedback Regularity determines if a model’s feedback from information
to actions to information can be explosive. So it is intuitive that signal-stability should
depend in some way on the regularity condition. Theorem 3 states that regularity
is a necessary condition for signal-stability when the model has a typical feature: if
an equilibrium signal process must include an aggregate signal. This is common in

19When considering signal-stable or unstable equilibria of dynamic systems, economists may be
reminded of the neoclassical growth model, where the equilibrium is a saddle path. Economists must
be careful not to conclude that signal-unstable equilibria are robust in other models: transversality
and resource constraints rule out any explosive paths in the neighborhood of the neoclassical growth
equilibrium, but this is not the case in general. In this paper, there are no general assumptions to
rule out a perturbation that could put the endogenous signal process on an explosive path away
from an unstable equilibrium towards a stable one.
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macroeconomic models with information frictions; agents observe something about
the aggregate economy even though they do not observe everything about it.°

Theorem 3 (The Necessary Condition) If all fized points of a model contain ag-
gregate signals such that for any fized point signal vector S there is an entry S, sat-
isfying S;Pe = S; then Information Feedback Regularity is a necessary condition for
signal-stable fixed points to exist.

Proof: Appendix A.6

Does a signal-stable equilibrium exist? It is difficult to tell a priori because the
Fréchet derivative is generally unbounded on S, , ., due to the signal inverses that
appear in Theorem 8. Indeed, this is why uniqueness cannot be guaranteed in some
otherwise well-behaved full information models once information endogeneity is con-
sidered (Adams, 2022). As the next sections demonstrate, signal-stable equilibria have
many desirable characteristics, and Information Feedback Regularity is a necessary
condition. This property can be helpful: a practitioner can easily check IFR without
solving the model see if they have any hope of finding a signal-stable equilibrium.
Section 5 gives several examples of this application.

3.4.3 Useful Properties of Stable Fixed Points

One valuable property of signal-stable fixed points is that the operator B is a con-
traction near any fixed point. This implies that a fixed point is locally unique, which
is a weaker property than signal-stability: all signal-stable equilibria must be locally
unique, but the converse is not necessarily true. Theorem 4 formalizes this property.

Theorem 4 (Local Uniqueness) IfS’ # 0 is a signal-stable fized point of BB, then
B is a contraction on a neighborhood around S, and S is a locally unique fixed point.

Proof: Appendix A.6

Another valuable property is that repeatedly applying the signal operator B to
any guess Sy that is sufficiently close to a signal-stable fixed point will necessarily
converge to the fixed point. Corollary 1 states this formally.

Corollary 1 If S is a signal-stable fized point, then there exists a neighborhood
around it b(S) such that for any point Sy € b(.S)

lim B*S, = S

k—o0

29Tn most applications this condition is straightforward to check. If an exogenous signal with
idiosyncratic elements is added to all non-zero endogenous signals, then the condition will fail.
Otherwise, one can check the condition by determining if zero-valued endogenous signals imply non-
zero-valued endogenous signals, (i.e. if B(Sx) # Sx) thus ruling out fixed points without aggregate
signals. This condition is needed to prove necessity in Theorem 3 because it implies that there is a
dimension of the fixed point signal that the aggregating operator Pg does not shrink. Thus, there
are dimensions for which the norm ||GOZ(Ba1 L™ + Bag)|| alone determines if vector lengths must
decrease or not.
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Proof: Appendix A.6

Stability is also helpful for understanding uncomputable infinite-dimensional equi-
libria. Theorem 5 says that if such an equilibrium exists and is signal-stable, then it
is the limit of a sequence of approximate signal-stable equilibria.

Theorem 5 (Computability) If S = B(S) is a signal-stable fized point, then there

~

exists a sequence of signal-stable approzimate fized points S, = B,(S,) such that

lim S, = S

T—00
Proof: Appendix A.6

This result is a companion to Theorem 2, which had a practical application: if

a practitioner found a converging sequence of approximate solutions, they could be
confident that the limit was the true solution. In contrast, Theorem 5 implies that if
there is a true signal-stable solution, a converging sequence of approximations exists,
and the elements of that sequence will also be signal-stable.

Stability in the Confounding Dynamics Example

Multiple equilibria are possible in this example (Section 2.3). Are there any properties
that might lead a practitioner to prefer one? Yes, Proposition 3 states that the full
information equilibrium is always signal-stable if Information Feedback Regularity is
satisfied.

Proposition 3 The full information equilibrium of the confounding dynamics model
pe = Bf; is signal-stable if 5 € (0,1).

Proof: Appendix A.11.1
The full information equilibrium is necessarily signal-stable.?!

3.5 Global Uniqueness of Stable Equilibria

Is an equilibrium globally unique? In general, this is a difficult question to answer,
because the mapping from information to actions to information is highly nonlinear
when a model features information frictions. However, it is possible to prove unique-
ness within a useful class: signal-stable equilibria. Theorem 6 states this result.

Theorem 6 If Information Feedback Regularity holds, then there exists at most one
signal-stable fized point of B.

21This is true for more general models as well: the set of invertible operators is open, so small
deviations from signals that reveal full information will still reveal full information. And if IFR
holds, the full information equilibrium will be signal-stable.
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Proof: Appendix A.7

Theorem 6 applies to the true signal operator B, as well as any finitely approxi-
mated B..

Again, Information Feedback Regularity is the crucial property: when it holds,
there exists at most one signal-stable equilibrium. General proofs of uniqueness are
challenging because of the nonlinearity of the signal operator B and non-compactness
of the signal space. If practitioners care about signal-stable equilibria a priori, this
theorem allows practitioners to guarantee a unique solution within this class by sat-
isfying Information Feedback Regularity.??

The proof is topological. It begins by defining a space ), in which I — B, is
a local homeomorphism and which must contain all signal-stable approximate fixed
points. Then the proof demonstrates that this space is path connected, and the
operator I — B, is a global homeomorphism on this space, ensuring a unique fixed
point. Finally, Theorems 4 and 5 extend the result to all signal-stable fixed points,
even those that are infinite-dimensional.

Signal-Stability and Uniqueness in the Confounding Dynamics Example

Proposition 3 said that the full information equilibrium in the simple example (Section
2.3) was signal-stable. But there are multiple equilibria. Are the other equilibria
signal-unstable? Yes.

This is a direct consequence of Theorem 6: the full information equilibrium of
the confounding dynamics model p; = [ f; is the unique signal-stable equilibrium.
Appendix D.2 demonstrates constructively in an example that even when IFR holds,
the confounding dynamics equilibrium is indeed signal-unstable. Specifically, there
is a small perturbation to the confounding dynamics equilibrium such that Signal
Operator Iteration will eventually diverge and approach the full information solution.

There is a lesson from this proposition for practitioners. In models with multiple
equilibria and confounding dynamics, signal-stability can inform equilibrium selection
if Information Feedback Regularity is satisfied.

4 A Sufficient Condition for Signal-Stability

Information Feedback Regularity is a necessary condition for global uniqueness. This
section provides a sufficient condition: Sufficient Idiosyncrasy. The condition ensures
that all fixed points are signal-stable, of which Theorem 6 says there can be at most
one.

The central insight is that for a model with enough idiosyncratic shocks, as the
idiosyncratic variance becomes large, it dampens the information feedback. In the

22Moreover, if all fixed points of a model must contain aggregate signals, Theorem 3 applies and
the IFR requirement in Theorem 6 is redundant: without IFR, no signal-stable fixed points can
exist.
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limit, as the relative variance of aggregate to idiosyncratic shocks goes to zero, the
model approaches an exogenous information model, which has a unique solution so
long as the usual Blanchard-Kahn condition is satisfied (Theorem 1).?* Theorem 7
in this section shows that there is a uniqueness region where idiosyncratic noise is
sufficiently large but finite.

The condition is strong and may not hold in many models. In particular, it
requires that all signals are subject to idiosyncratic noise. But if the condition holds,
it guarantees that a model has a unique equilibrium.

4.1 The Sufficient Idiosyncrasy Condition

Consider Sx o(I — Pg), the contemporaneous component of the exogenous idiosyn-
cratic process. In this expression, Sx is the exogenous process, Sx is the matrix
corresponding to contemporaneous shocks, and the matrix I — Py isolates the idiosyn-
cratic dimensions. The signal variance due to contemporaneous idiosyncratic shocks
is therefore given by the matrix

E[ = SX,0<I - PG)SB},O (24)

If this variance matrix is invertible, let r(E;l) denote the spectral radius of the inverse,
i.e. the smallest eigenvalue of X;. If the variance is not invertible, then as a convention
write r(X; 1) = oo even though strictly speaking, ¥;* does not exist.

Some additional notation is worth reviewing for the sufficient condition. First, the
norm of the information feedback is |GOZ(B41 L™ + Bag)||. When this norm is less
than one, IFR is satisfied. Secondly, the “forecast radius” Ry is described in Lemma
2 as a bound on the endogenous signal Sy. The radius is given by

Ry — ||G@E(BA1L71 + BAO)HHSXPG”S + 5
1-— HG@E(BAlL_l + BA())H

where

Or = GOl [E(BaiL™" + Bao)Sx (I — Pa)], Ils

is similar to the transformation generating the endogenous signal Sy, except where the
idiosyncratic component Sx (I — Pg) is forecasted instead of the aggregate component
S Pg in equation (15).

Condition 2 A model satisfies Sufficient Idiosyncrasy if

1 — ||[GOZ(BaiL™! + Ba)|?
= 4R
N
ZLevine, Pearlman, Wright, and Yang (2024) use a related property to study the behavior of
endogenous signal models in the limit as idiosyncratic noise becomes infinitely large.

n(277)
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The spectral radius r(X; ') is positive, so the Sufficient Idiosyncrasy Condition
(SIC) implies that Information Feedback Regularity must hold: [[GOZ(Ba;L™! +
Bao)|l < 1.

SIC also implies that there are at least as many idiosyncratic shocks as there are
signals, because it is necessary for ¥; to be invertible. In what types of settings will
this hold? Models where the endogenous signals are aggregates — such as asset prices
in the confounding dynamics example — will necessarily fail this condition. However,
if agents are forecasting exclusively using idiosyncratic variables then some parame-
terization will satisfy SIC.?* In the next section I demonstrate this by modifying the
confounding dynamics model so that both signals are distorted by idiosyncratic noise.

But first, why is the SIC useful? It ensures equilibrium uniqueness:

Theorem 7 If the Sufficient Idiosyncrasy Condition holds, then if a model has a
fixed point, it is the globally unique fized point.

Proof: Appendix A.8

Theorem 7 says that the SIC is a sufficient condition for global uniqueness.This is
because SIC guarantees that any fixed point is signal-stable. It also guarantees that
IFR holds, so Theorem 6 implies that there can be at most one signal-stable fixed
point.

4.2 The Sufficient Idiosyncrasy Condition in the Confound-
ing Dynamics Model

To demonstrate how the Sufficient Idiosyncrasy Condition (SIC) guarantees a globally
unique fixed point, this section modifies the confounding dynamics model discussed
thus far.
SIC fails in the original model introduced in Section 2.3. This is because there are
two signals but only one idiosyncratic shock, so the variance matrix Y3; is uninvertible.
Therefore, I modify the model by introducing idiosyncratic noise €/, ~ N(0,1) to
agents’ observation of the price. The two signals that agents observe are now

=

i _ - v
Zit = Ty + Yt Sit =Pt +To "€y

SIS

where €], is entirely idiosyncratic. The standard deviation of the noise is 7o 2, which
is convenient to express in terms of the noise precision 7,. In order to have a simple
analytical solution in this example, I assume the fundamental value of the asset is
given by

r; = (1 4+ al)y,

24Examples of models with idiosyncratic signals alone include forecasting from firm-level produc-
tivity in Venkateswaran (2014), house prices in Chahrour and Gaballo (2020), household income in
Adams and Rojas (2024), or local interest rates in Angeletos and Lian (2020), among many others.
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where o« > 1 and u; ~ N(0,1), which matches the example in Appendix D. This is
an uninvertible MA(1), whose Wold representation is

1 0+L

and the white noise process is wf = a7+ u;.

where § = o oL

Let the noise term y;; have a similar form:

1
Yiu = (1 +0L)7, zezt

where again €/, is standard normal, and the noise standard deviation is written in
terms of the precision parameter 7,.

Because the price signal s;; now has idiosyncratic noise, full information is no
longer an equilibrium of this model. But Proposition 4 states that there is at least
one equilibrium whose aggregate price is proportionate to the confounding dynamics
equilibrium of the original model.

Proposition 4 The modified confounding dynamics model features an equilibrium
where the aggregate price p; is given by

ﬁt = bwf
for some b, and b is unique if and only if
27627UT; > 4(Br, — 1, — 1) (25)

Proof: Appendix A.9

Proposition 4 makes it clear that the precision of the idiosyncratic noise is relevant
for global uniqueness. The inequality (25) is satisfied only if 7, is sufficiently large:
when the precision of the idiosyncratic signal is high, then the model has multiple
equilibria.

This is the force that the Sufficient Idiosyncrasy Condition constrains in the gen-
eral class of models. The SIC requires that the idiosyncratic precision is sufficiently
small to guarantee that all fixed points are stable. Proposition 5 demonstrates, giving
the SIC for this modified confounding dynamics model. It shows that if the precisions
7, and 7, are sufficiently small, a unique equilibrium is guaranteed.

Proposition 5 In the modified confounding dynamics model, the Sufficient Idiosyn-
crasy Condition is satisfied if

(1+8)@1-p)°
2
182 (VI+a? + 07, ?)

max{7,, 7, } <
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Proof: Appendix A.9

Figure 1 illustrates the relationship between idiosyncratic noise and multiplicity.
The model parameters are o = 2, /7, = .2 (i.e. the standard deviation of €], is 5
times as large as the standard deviation of the fundamental shock u;) and 5 = 0.1 so
that the information feedback is limited. Panel (a) examines how the model solution
depends on the root precision /7, (the inverse of the standard deviation of the
idiosyncratic shock €;;). The y-axis measures the coefficient b in the solution p = bwy
described in Proposition 4. When the precision is low, Theorem 7 guarantees that
there is a unique solution: the gray region indicates when the SIC holds. Conversely,
when the precision is sufficiently large, the model has multiple equilibria.
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Figure 1: Equilibrium Uniqueness in the Confounding Dynamics Model with Idiosyn-
cratic Noise

The left panel plots the solutions described by Proposition 4 for the modified confounding dynamics
model with idiosyncratic noise. The model parameters are a = 2, /7, = .2, and 3 = 0.1; the figure
shows how the solutions vary with the signal precision 7,. The right panel also varies 5 on the
y-axis. The yellow region has multiple equilibria; in the blue region the SIC is satisfied, so Theorem
7 ensures that the solution is unique.

There is a fundamental trade-off between idiosyncratic noise and information feed-
back. In general, when the information feedback ||GOZ(Ba; L™+ Bag)|| is large, then
more idiosyncratic noise is needed to make r(X; ') small enough for the SIC to hold.
Panel (b) of Figure 1 illustrates this trade-off in the model. The calibration is un-
changed from Panel (a), except now the information feedback parameter £ is allowed
to vary, and the figure plots the combinations of /7, and 3 that imply multiplicity
or SIC. When the information feedback S is small, then SIC is easily satisfied, and
there is only multiplicity for extremely high precisions. In the limit as § — 0, there
is no multiplicity at all. However, when [ is larger, then the noisy signals must be
less precise in order for the model to have a unique equilibrium. Eventually, a large
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enough information feedback implies that SIC cannot hold for any 7,. Theorem 7
implies that the two regions in the figure can never overlap: if SIC is satisfied, the
model must have a unique equilibrium.

5 Examples Applying Information Feedback Reg-
ularity

This section applies lessons from Section 3 to a number of additional simple examples
motivated by the literature.?” These examples demonstrate how to map a variety
of different models into this paper’s general form, how to determine if Information
Feedback Regularity holds, and how to draw useful conclusions based on the answer.

5.1 Beauty Contests with Endogenous Information

This section studies a beauty contest model, modifying a structure resembling An-
geletos and La’O (2010) with endogenous signals. The exercise demonstrates how to
represent a static nowcasting problem in the general macroeconomic form of Section
2, and how to apply the theoretical results from Section 3 in a model with analytical
solutions. Specifically, this model demonstrates a setting in which Information Feed-
back Regularity ensures equilibrium uniqueness, and where an equilibrium may not
exist at all if the regularity condition does not hold.

5.1.1 A Beauty Contest Model

Agent ¢ chooses the price p;; based on the exogenous signal s;; and their expectation
of the average signal p,:

Dit = PSit + B 4[Dy] (26)

where ¢ > 0 and a > 0.
Agents receive the vector of signals:

Zig \ _ [ Pt Tt Oullip
Sit )\ b+ opuis
with 6;, u;; and v;, all distributed ~ N(0,1).

5.1.2 Representation in the General Macroeconomic Framework

This model is structured as a nowcasting problem, while the general framework is
structured as a forecasting problem. To map static beauty contests into the general

25For a more sophisticated application, see Adams (2023), which studies optimal policy in a model
with endogenous signals and capital.
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model, we will introduce an additional signal k; = p,_; which reveals the previous
period’s average action. Thus agents’ signal process is given by

Zit
Ai,t = Sit
Ky
which in operator form is
0 oo O 1
Ay=8SL)ejy=1 0 o, |eiz+| 0 |p
0 0 0 L
0, 1
where €, = [ wu;; |. The operator G(L) = | 0
U’i,t L

With this signal structure, the equilibrium condition (26) rewritten in the general
model form is

0=FEi;[-pis+(0 ¢ 0)A,+(0 0 a)Aj]
Thus the matrices mapping to the general representation (1) are given by
Bxo=-1 Bx1=0 Ba=(0 ¢ 0) Bai=(0 0 a)
with the policy function for p;; = X (L)e;
X(L) = [(Bao+ BaiL™") A(L)]

which implies O(L)=(L) = I.
For the beauty contest, the signal operator B(S) = Sx (L) + G(L)X (L)W (L)Pg

+

18

0 oo O 1
BS)=|1 0 o |+ 0 |[(0 ¢ oL )A(L)], W(L)
0 0 O L
When is Information Feedback Regularity satisfied? The non-causal IFR operator
1
in Condition 1 is GOZ(B L' + Bag). In the beauty contest G= | 0 |, O=Z =1,
L
and (Bay L™+ Byg) = ( 0 o aL™t ) so Information Feedback Regularity is satisfied
0 ¢ oLt
if 0 0 0 < 1.
0 Ly «

When is this true? In the following section the norm is calculated numerically,
as usual. But sometimes helpful analytical bounds can be found, because norms are
bounded below by the norms of rows and columns. Thus Proposition 6 gives some
necessary conditions.
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Proposition 6 Information Feedback Regularity is satisfied in the beauly contest
model only if ¢ < \/Li’ a < \%, and ©* + o? < 1.
Proof: Appendix A.11.2
The proof serves as an example of how to construct the block Toeplitz represen-
tation of a non-causal operator, how to lower bound its norm analytically, and how
to translate it to a necessary condition on the parameters of an economic model.
The upper bound on « implies that for IFR to hold, the beauty contest cannot
feature too much strategic complementarity. If agents put too much weight on being
close to the average forecast, the information feedback will be too strong. As the next
section shows, this can allow for multiple equilibria, or no equilibrium at all.

5.1.3 Beauty Contest Equilibrium Properties

The beauty contest with endogenous information is an example of when checking the
Information Feedback Regularity condition is useful in practice, because this model
can have multiple solutions. Theorem 6 guarantees that there can be only one signal-
stable solution. In this model, the regularity condition is even stronger in practice
than in theory: it rules out multiple equilibria entirely.

The beauty contest has known analytical solutions. 6, is the only aggregate shock,
so let p, = b6, with b to be found.

How do agents nowcast p,? They receive two noisy signals of 8;: s,; = 0, + o,v;

Zi OuUi,t

st = 0, + L with precision 7,b0° = % By Lemma 12

with precision 7, = 2 and
their expectation of 6; is

2 Zi,t
ToSit + Tub 2

1+ 7, + 7,b?

Ei [0 =

They choose the price p;; by
Dit = ©Sit + @Ei,t[bet]

TuSiz + Tub® 5t
1+ 7, + 7,b°

The noise shocks u; ; and v; ; are mean zero across agents, so the average price is given

by

= PSit + ab

Py = 0y + aE; 1 [b04]
7,0; + 7.0%0;
The conjecture p, = bf; implies a single equation for b:

= QO@t + ab

Ty + T, b?

b= f(b) = _
1) g0+041+7_v+7_ub2
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Figure 2: Equilibrium Uniqueness in the Beauty Contest with Endogenous Signals

The left panel plots the subsets of the parameter space where the beauty contest model has a unique
or multiple solutions, with precision parameters 7, = 0.3 and 7, = 0.15. The blue region identifies
the parameters for which Information Feedback Regularity holds. The right panel shows that the
disjointedness of the yellow and blue subspaces are not specific to the parameterization, by plotting
the maximum discriminant achievable by choosing o and ¢, for each combination of 7, and 7,. A
negative discriminant implies the model has a unique solution.

which has a cubic representation:
1,1 —a) = o +b(1+7,(1 —a)) —p(l+7,)=0 (28)

There is a unique b that satisfies this equation if and only if the discriminant of
the cubic is strictly negative. In the edge case where the discriminant is exactly zero,
then there are two unique values for b that satisfy the cubic, corresponding to one
signal-stable and one signal-unstable equilibrium. Information Feedback Regularity
guarantees that one of these two cases must be true. As an example, consider the
case where 7, = 0.3 and 7, = 0.15. Figure 2 panel (a) plots the determinacy region
under this calibration for different choices of o and ¢. When o and ¢ are near 1,
there are multiple solutions.? Otherwise, there is a unique solution.

The region where Information Feedback Regularity is satisfied is unconnected:
numerically, the regularity condition guarantees a unique solution. And the Sufficient
Idiosyncrasy Condition implies IFR, so the region where SIC holds (a subset of the
blue region) must also be disjoint from the multiplicity region (Theorem 7). What of
the intermediate region without multiplicity but where IFR fails? In this region of the
parameter space, there is a unique solution but it must be signal-unstable (Theorem
3).

26TFR fails in these cases, so no solution is signal stable by Theorem 3. However, two solutions
are “exponentially” stable (Appendix B).

28



In this model, an equilibrium is signal-stable if p, is not too sensitive to pertur-
bations to the signals in any direction. This means that it is not enough to assess
stability by comparing the sensitivity of value b alone: if f'(b) < 1 (for f(b) defined
as in equation (27)), it does not imply signal-stability. f’(b) < 1 only implies that p,
is stable with respect to deviations in the ¢; dimension of z;;. Signal-stability in this
paper is a stronger condition. If IFR fails in the beauty contest model, then there
exists a perturbation that is linear in z;; and s;, that changes b by more than the
perturbation size.

The uniqueness result is independent of the model’s calibration. Panel (b) demon-
strates that this unconnectedness holds for any choice of 7, and 7,. The contours in
panel (b) represent the maximum discriminant such that Information Feedback Reg-
ularity holds for any pair of ¢ € (0,1) and a € (0,1). All interior points in this
space are negative, so the regularity condition only holds when there is a unique
signal-stable equilibrium.

5.2 The Singleton Model

This section studies the asset pricing model considered in Singleton (1987) and solved
in Nimark (2017). This model serves as an example for using the general structure
in Section 2 and evaluating the regularity condition analytically. Second, this model
is a widely-used standard that is simple enough to be well-understood but interest-
ing enough to present computational challenges by featuring endogenous signals and
infinite-order dynamics. This lets the model serve as a check of the computational
accuracy of Signal Operator Iteration. The following environment uses Nimark’s
structure and notation.

5.2.1 Singleton’s Model of Asset Pricing with Dispersed Information

Agents receive an exogenous signal z;; = 0; + o,m,; where 6, is an aggregate funda-
mental and 7;, is idiosyncratic white noise. Agents also observe the market-clearing
price p;, which satisfies

pr = —(0; +ocer) + Bfi
where ¢, is an aggregate supply shock. 6, is assumed to be AR(1):

0 = pt_1 + oy

with u;, €, and n;, all standard normal. f; denotes the average forecast:

fi= /Ei,t[pt-&-l]di

and 5 € (0,1) is the discount factor.
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This model can be neatly put into the general form (1) by letting the individual
forecast f;; be the endogenous variable:

Xi,t = fz‘,t Az’,t = ( ftt )

With this assignment, the agent’s equilibrium condition is f;; = E;;[pr41] and the
model’s matrices are

Bxo=1 Bx1=0 Ba=0 Ba= (-1 0)
Given the process for A, the policy function is
X(L) = ~[BaL ' A(L)] 4

= (1 0) LA,

thus ©(L)=(L) = 1.
The endogenous signal process is

svw = (g )4

thus G(L) = ( .

Is Information Feedback Regularity satisfied? Always:
jGozBut+ Bl =15 ) (1 0)L7

=p<1

Therefore a signal-stable equilibrium is possible (Theorem 3) and there will be
at most one (Theorem 6). However, global uniqueness is not guaranteed by any
theorem: the Sufficient Idiosyncrasy Condition fails because one signal is entirely
aggregate. Instead, global uniqueness can be checked (but not conclusively proven)
by searching numerically for alternatives. I have found none.

5.2.2 Singleton Solution

I solve this model in three ways to compare the efficacy and accuracy of Signal
Operator Iteration. First, I replicate the original Nimark (2017) solution which uses
a Kalman filter and tracks higher order expectations. Second, I apply the Han, Tan,
and Wu (2022) method of analytic policy function iteration, which approximates time
series with rational polynomials. Third, I apply Signal Operator Iteration with several
different truncation orders.
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Figure 3: Singleton Model Computation by Truncation Order

The left panel plots the impulse response function in the singleton model for different truncation
orders. The right panel plots how the computation time and accuracy depends on the truncation
order.

Figure 3 panel (a) plots the impulse response of the asset price to a one standard
deviation shock wu; to the fundamental. Each impulse response is calculated in a
different way. The solid red line is the solution from Nimark (2017). The dotted blue
line uses the algorithm introduced by Han, Tan, and Wu (2022). They overlap almost
perfectly. The gray dashed lines correspond to Signal Operator Iterator with different
truncation orders. When the truncation order is small (e.g. 7 = 10) the fixed point is
not a good approximation of the true solution, which has large covariances beyond 10
lags. However, as the truncation order increases, the solutions converge to Nimark’s.
For 7 > 50, the impulse response functions are visually indistinguishable.

Increasing the truncation order increases accuracy. But Figure 3 panel (b) demon-
strates that there is a computational trade-off. The solid blue line plots to the solution
error against the approximation order. For a fixed point S, of approximated signal
operator B;, I calculate the solution error as ||S; — Ssno||s (i.e. relative to the solution
for a high order approximation). Then I normalize the errors relative to the highest
value at 7 = 10. As expected (Theorem 2) the solution error decreases as 7 increases.
The trade-off is that the computation takes longer: the dashed red line plots com-
putation time (normalized relative to 7 = 100) when the convergence criterion is
I lls = 107°.

At least in this model, Signal Operator Iteration is not as efficient as the Han,
Tan, and Wu (2022) method, who approximate time series with an ARMA process
instead of the MA used in my approach. Using the default settings for their algorithm,
the model converges approximately 2 — 3 times faster than Signal Operator Iteration
takes to achieve the same solution error. For computational efficiency and generality,
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their method is preferred. The advantage of Signal Operator Iteration is its simplicity
and known theoretical properties. While most results from Section 3 apply to models
independently of how they are solved, the convergence results (Theorems 2 and 5)
are specific to Signal Operator Iteration.

5.2.3 Information Feedback Regularity in the Singleton Model

Checking Information Feedback Regularity is useful for practitioners who want to
know if they can solve a model. Theorem 3 implies that if IFR is not satisfied, then
there cannot exist a signal-stable equilibrium, so a practitioner can find it difficult to
calculate a solution. In practice, signal-unstable solutions may sometimes be found
even when the feedback is modestly > 1, but large feedbacks are challenging to over-
come, especially given that no solution is guaranteed to exist at all. The Singleton
model is a useful setting to demonstrate this usefulness, because the regularity con-
dition is controlled by a single parameter: IFR is satisfied if and only if § < 1.

T T T 1
0.95 1 1.05 1.1 1.15
Information Feedback (/3)

Figure 4: Convergence and Information Feedback Regularity

The figure plots how the signal error in the Singleton model after 50 iterations of SOI depends on
the information feedback and autocorrelation. The units are normalized to the signal error of the
first guess, which is initialized as the exogenous signal.

Figure 4 demonstrates how the information feedback affects numerical convergence
of Signal Operator Iteration by solving the Singleton model for a variety of values of
B. In all cases, the initial guess is only the exogenous signal, setting the endogenous
component to zero. Then, the y-axis measures the signal error after 50 iterations,
relative to the error of the initial guess. The blue line is otherwise the baseline
calibration, where p = 0.90. The baseline model (5 = 0.99) is easily solved with
50 iterations, so the relative error is near zero. And even when § = 1 and IFR
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is no longer satisfied, the algorithm still converges, even though the solution is no
longer signal-stable. However, when the information feedback increases further, the
algorithm no longer converges, and diverges rapidly when 5 > 1.15; in this range, the
relative error is greater than one, so repeated iterations have increasingly large errors.
But IFR controls signal-stability independent of the exogenous signal component, so
an alternative exogenous signal may behave differently. This is the case for the red
dashed line, which plots the relative errors when p = 0.99. In this case, signal
operators diverge rapidly when the information feedback is only 1.05.

5.3 Unstable Island-Level Problems

Information Feedback Regularity can help clarify why some types of models feature
instability that makes them challenging to solve numerically. In the beauty contest
model (Section 5.1), instability occurred when the feedback from economic decisions
to information was large. Alternatively, instability may occur when the feedback
from information to economic decisions is large. In both cases, Information Feedback
Regularity fails.

This latter type of instability often occurs in models where agents learn from
cross-island asset markets. To demonstrate how this affects the feedback, I study the
dispersed information New Keynesian model of Lorenzoni (2009).

5.3.1 The Lorenzoni Model

Lorenzoni (2009) features a New Keynesian model with dispersed information. Agents
learn from endogenous signals including cross-island demand, inflation, and nominal
interest rates. I adopt the original notation, except islands are denoted by 7, and the
nominal interest rate is r;.
The island’s problem is characterized by two equations. The first is an Euler
equation:
0="FEi[cit — Cigy1 + 7t — Tips1)

where 7; ;41 denotes inflation in island ¢’s consumer goods. Consumption ¢;; is an
endogenous control, while agents take both the nominal interest rate r; and 7, +y; as
exogenous. The second equation is an island-specific New Keynesian Phillips curve:

0=FLEiy [pi,tq — (AL +CY) + B+ 1) pis + Bpigsr + Aciy + A (@,t — (14 Q)ais + Cdi,t)]

where the producer price p;; is an endogenous control. Agents take the remaining
variables as exogenous signals: the input price p; ;, productivity a;; and demand d; ;.
g € (0,1) is the discount factor, ¢ > 0 is the Frisch elasticity, v > 0 is the elasticity
of substitution across islands, and A = w > 0, where 6 € (0, 1) is the Calvo
price adjustment parameter.

This model features unit roots in prices (typical for a New Keynesian model) as
well as real variables (because aggregate productivity follows a random walk) so I
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perform two transformations. First, I define ¢;+ = ¢;+ — a;;. Second, I express the
New Keynesian Phillips curve in differences, denoted by A, with inflations written
mit = Ap;r and Ty = Ap,,. The equations become:

0=F;;[¢i— Cits1+ 10— Dajpy1 — Tyt (29)

0= Tit—1— ()\(1 + C’Y) + 1) 7Ti,t+,8AEi,t [Wi,t—i-l] +>\Aél7t+>\ (ﬁ@t — CACI,Z'J + CAdz7t)
(30)

5.3.2 Feedback in the Lorenzoni Model

The full information solution to the model characterized by equations (29) and (30)
has no unit roots. But there is a problem: the dispersed information model still
has a unit root in the Euler equation. This unit root occurs because islands take
expected asset returns E; ; [1; — T; 141 as exogenous. This is exactly the same problem
encountered in linearized small open economy models, where additional assumptions
need to be made to introduce a stabilizing force to the Euler equation.

With one unit eigenvalue, the conditions for Theorem 1 are not satisfied. The
operators O(L) and Z(L) can still be constructed from the recursive equations, but
the entries in =Z(L) are not square-summable. As a result, ||Z]| = oo and Information
Feedback Regularity will not be satisfied.

How does the feedback manifest? Small changes to an island’s information pro-
cess have large effects on the island’s decision-making. Another consequence of this
feedback is small differences in islands’ realized signals can have permanent effects on
island consumption.

If IFR is not satisfied, then there are no signal-stable equilibria (Theorem 3). But
that does not mean that the model does not work. The solution method in Lorenzoni
(2009) converges for some calibrations. In particular, the numerical properties are
known to be sensitive to the calibrated shock variances. This makes sense: in most
dispersed information models, sending some shock variances to zero or infinity recov-
ers full or at least common information. So equilibrium properties should be sensitive
to the calibration. But Information Feedback Regularity does not capture this sensi-
tivity. The variances affect the exogenous signal process Sy, while IFR describes the
feedback that generates the endogenous signal Sy .

6 Conclusion

This paper introduced a new method for representing and solving a general class of
macroeconomic models with endogenous information. I introduced the Information
Feedback Regularity condition, which is necessary for an equilibrium to be signal-
stable. Signal-stable equilibria are locally unique, and can be approximated arbitrarily
well if they are infinite dimensional. Then, I proved that a signal-stable equilibrium
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must be the globally unique signal-stable equilibrium. The Sufficient Idiosyncrasy
Condition ensures that all equilibria are signal-stable, therefore the condition guar-
antees global uniqueness. To demonstrate these results, I applied the signal operator
approach to a variety of simple examples from the literature.

Endogenous information may prove valuable for many applications. Macroeco-
nomic models with information frictions that previously relied on exogenous noise,
or that made approximations to the information structure, can now be modeled with
fully endogenous signals. Such models can be used to answer questions that were
impossible when information was exogenous. How can a policymaker influence ex-
pectations by affecting endogenous variables? What is the optimal monetary policy
in such an environment when additional frictions and complexities are introduced?
What about fiscal stabilization or financial regulation? A wide range of policies that
affect asset prices, inflation, unemployment, or other endogenous quantities from
which agents might draw information can now be more easily addressed. When
economists begin projects tackling these questions, they can easily evaluate the In-
formation Feedback Regularity of their models, and draw useful conclusions about
equilibrium properties and the behavior of solution algorithms such as Signal Oper-
ator Iteration.
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A  Proofs

This appendix contains the proofs of all Theorems, as well as intermediate results.

A.1 Deriving the Policy Function
To simplify notation, define the matrices A; by

5 k
Q" (Ba1Ags1 + BagAr) k>0

with associated lag operator polynomial A(L) =Y A,L*. The remaining ma-
trices in the following proof are defined in Section 2.1.

Proof of Theorem 1. The equilibrium conditions (5) must hold for all realizations
of the shocks, so it’s possible to collect terms, restricting the values of the matrices
{X;}320. This implies a recursive equation for j > 1

0= BX()Xj + BXlXj+1 + BAoAj + BAlAj—H (32)
Left multiply by Q*, substitute with A, and rearrange to get
TWZXj1 = -ToZX; — A, (33)

The recursive relationship can now be separated into a stable recursive equation and
an unstable recursive equation. Let (Z.X)c; and (ZA)c,; denote the last ng rows of
(ZX); and A; respectively. Then the unstable recursive equation is

Tvoo(ZX)o01 = —Tocc(ZX) o — Ao (34)

And where (ZX)g; and ASJ denote the corresponding first ng rows, the stable re-
cursive equation is

Ti55(ZX) 501 + Tiso(ZX)eji1 = —Toss(ZX)s; — Toso(ZX)e; — As;  (35)

Because T[; éCT 1,cc has all eigenvalues inside the unit circle, the unstable recursive
equation (34) allows (ZX)¢,; to be expressed as

o0

_ k1 7 .
(ZX)c; = — Z (_To,éOTLCC) To,({*CACJJrk Vj=0 (36)

k=0

which in lag operator notation is

(ZX)e(L) = | = (1+ TydeTioel™) ™ TdoAo(L)| |
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Similarly, the stable recursive equation (35) implies the sum Vj > 0

(ZX)s; =

_ k1,1 [+
(—TLégTo,ss) ! Tl,és (AS,jfk + To,sc(ZX)cjr + Tl,SC<ZX)C,j+17k)

|
o
—_

+ (~TsToss) (ZX)so (37)
which in lag operator notation is
(ZX)s(L) = (I + T 4TossL) ™
((ZX)&O — Tl (AS(L) + Tosc(ZX)e(L) + Tyse [LH(ZX)o(L)] +))
then use L[L™(ZX)c], = (ZX)c — (ZX)cp to eliminate the annihilation operator

(ZX)s = (I + T sTossL) ™"

((2X)s0 + TrdsTrso(2X)co = TisLAs(L) = Tids (Tuse + ToscL) (ZX)c(L))

Equation (36) determines (ZX )¢ ; for all 7 > 0, but equation (37) only determines
(ZX)g; for j > 0. Instead, (ZX)gp is determined by the restriction that ng state
variables are predetermined. To calculate the initial matrix X, relate it to the

transformed Z X, by

(ZX)sp _( Zss Zsc Xso

(ZX)co Zcs Zec Xcyo
where Xg( are the entries corresponding to the state variables (the first ng entries in
Xo) and X¢ o correspond to the controls. The restriction Xgo = 0 implies

(ZX)ep = ZecXcyp
Zce is full rank by assumption, so (ZX)gg can be found by
(ZX)sp = ZscZao(ZX) oo (38)
(ZX)cyp is the forecast error (ZX)o — L[L™'(ZX)c], so it can be written as

(ZX)co = |- (14 TdoTicoL ™) TdoAc] AL L7 (14 TideTioel ™) ™ Tobodc| .
(39)

41



Equations (36), (37), (38), and (39) can be expressed as a single equation with

lag operator polynomials:

I 0 I (ZX)cp
—Bg(L)™ (ZscZoé + Ty gsTise) 1 Bs(L) T g (Th,sc + To,scL) (ZX)s | =
0 0 I (ZX)e
—L 0 0 0 —L7'Bo(L)'Tyte i
0 —Bs(L) Ty sl 0 I 0 A(L)
0 0 I 0 —BC(L)flTo_,éc n

where Bg(L) = (I+T} §5To,ssL) and Bo(L) = (I+T; cTi,ccL™") The left operator

is easily inverted:

(ZX)QO I 0 I
(ZX)s | = | Bs(L)" (ZscZce + TigsTise) I Bs(L)™ (ZsoZot — TrgsToscl)
(ZX)c 0 0 I
—L 0 0 0 —L7'Be(L) 'Toée \
0 —Bs(L) Ty g4L 0 I 0 A(L)
0 0 I 0 —Be(L)'Tile .
Select the second and third block rows:
ZX(L) =
—Bs(L)_l (Zsczaé —+ TiéSTl,SC) L —BS(L)_ITf’éSL Bs(L)_l (Zsczaé — TiéSTO,SCL)
0 0 I
0 —L_IBC(L)_ITO_’éC }
I 0 A(L)
0 —BC(L)_lT(flC N

and left multiplying by Z* yields

X(L) =
o =Bs(L)™ (ZscZog + Ty gsThse) L —Bs(L) Ty ggL Bs(L) ™ (ZscZae — Ty gsToscL)
0 0 I
0 —L'Bo(L)'T; i
I 0 Q"QA(L)
0 —Bo(L) T e n

which uses that Z and @) are unitary.
Substituting in ©(L) and Z(L) gives



and substituting with the definition A(L) = [Q* (Ba1L™" 4+ Bao) A(L)], gives

X(L)=6(L) [E(L) [(BaiL™! + Bao) A(L)u .

=(L) has no causal terms beyond xo, so [E(L) [BaiL™'],], = [E(L)BaiL™]
eliminating the inner annihilator completes the proof:

4, and

X(L)=06(L) [E(L) (BaiL™ + Bao) A(L)],

A.2 The Signal Space

Lower case variables denote infinite square summable vectors, e.g. y; € ¢2. Column
vectors y; are indexed by ¢ = 1,...m; when collected, the m vectors form an co x m
block vector y, which is written without a subscript. Upper-case variables denote the
corresponding lower triangular block Toeplitz operator with symbol ¥y, e.g. Y has
block columns {y, Ly, L*y, ...}.

When the blocks are m x n, the lag operator L right-shifts a vector n times. The
operator L1 is the left-inverse of L, which left-shifts a vector by the length of its
associated block. As usual, Y* denotes the adjoint of Y; when y; is real (always the
case in this section) y; is the vector transposed.

A.2.1 Norms

Several norms are used. First, if the norm of a vector y; is written without subscript,
then it is the usual ¢? (Euclidean) vector norm:

Vector Norm of y;: lyill = ||Yeill

where e; the 7th standard basis vector, showing how Y is related to its y; columns.
Second, an additional “signal norm” is necessary to introduce because of the block
structure of the signals’ operator representations:

Definition 2 (Signal Norm) Define the norm ||Y ||s of a block Toeplitz operator Y
as

Ylls =

> llyl?
i=1

Let e; denote the ¢th standard basis column vector; then

IYIIE =) IYeil”
i=1
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The squared signal norm is the sum of squared norms of the columns that constitute
a block column. Equivalently, the signal norm is the sum of the squared Frobenius
norm of each sub-matrix Y;:

Y% =Y IVl (40)
§=0

When evaluating a vector, it is simply the ¢? vector norm.
Third, if the norm of a signal is written without subscript, then it is the operator
norm of the associated Toeplitz operator:

Operator Norm of Y: lY|l= sup ||YVs]ls

ss.t.||s||s=1

In this paper, the Toeplitz operators map signals to signals. The appropriate vector
space is defined below, but the operator norm is easily calculated because it is equiv-
alent to the /2 — ¢? operator norm. When considering the norm of an operator X on
a signal Y, by definition the norm || XY ||s satisfies

IXYls < XY ]ls

A.2.2 Definition of the Vector Space

Definition 3 (Signal Space) Define S,,, m. as the set of ma x m. lower block tri-
angular operators with finite || - ||s norm.

S m. is the Banach space of causal signals, with norm || - ||s as the distance metric.
A property of this space is that it is closed under addition when the blocks are the
same size, and it is closed under multiplication when the block dimensions agree.

A.3 Radius Lemmas

This section proves two lemmas that bound the norms of endogenous signals.

Lemma 1 If Information Feedback Regularity holds, then all fized points satisfying

~

S = B(S) have signal norms A
1S]ls < Rs

IS5l
1-[[GOE(Bar L~ T+Bao)l

where Rg =

Proof. By equation (20), a fixed point with Wold representation S = AW satisfies
S =Sx + GO [E(BaiL™" + Bay)A], WP
By the triangle inequality:

1S5 < 1Sx[ls + GO [E(Bar L™ + Bao)A] . W Pss
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< ||Sxlls + [|GO [E(Bar L™ + Bag)A], W5

which uses ||Pglls = 1 because Py is a projection. Next, let Cy Cj, = Ly denote
the Cholesky decomposition of the variance of white noise innovations. As a result,
(Cy!W)T is an isometry, because WT*WT = Xy, 27 which implies

= [1Sxlls + 16O [E(BaL™ + Ba)A], CwCiy/ Wis

= [|Sxlls + GO [E(BarL ™" + Bao)A], Cwlls

because in this case the isometry is a change of basis that does not affect the norm.
Cw is a block-diagonal operator so it passes through the annihilator; the inequality
becomes

1S1ls < [1Sxls + 1GO [E(BarL™" + Bao)ACw] _ s (41)

The signal norm || - ||g is just the sum of vector norms in the first column block
of an operator. To evaluate the norm in equation (41), let @ denote the first block
column of ACy . The block Toeplitz representation of Z(Bay L™ + Bag) is

o 21 2o E_3 By Bar 0 0
0 Zy =1 =9 0 Ba Bar 0
0 0 = =4 0 0 Ba Ba
0 0

o

N )
[1]
o

ZoBa0 =-1Bao+Z0Ba1 E_92Bao+=1Ba1 E-3Bag +Z=_2Ba;

0 ZoBao SE_1Bao+Z0Ba1 E_9Bag +E1Ba;
- 0 0 ZoBao =_1B4o + ZoBar

0 0 0 Z0B a0

which is also block Toeplitz because = and B L~! + By are both upper block
triangular. The product of this block Toeplitz operator and a gives the first block
column of [Z(Bai L' + Bag)ACw| +- And GO is causal (i.e. lower block triangular)
so premultiplying by the block Toeplitz representation of GO then gives the first
block column of GO [Z(Ba1L™! + Bag)ACw],. As a matter of convention, writing
GOZ=(Ba L™ + Byy) followed by any vector implies multiplying the corresponding
block Toeplitz operators (G, ©, =, and (Bai L' + Bag)) with that vector, thus

|GO [Z(BarL ™" + Bao)ACw |, ||s = [GOE(Bar L™ + Bao)alls
Continuing the inequality from equation (41):

1Sl < 1ISx]ls + |IGOE(BarL™" + Bao)alls

27(.)T denotes the block-transpose, which transposes the blocks of a block-Toeplitz operator.
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< [|Sxlls + [|GOE(BaiL™" + Bao)lllalls
by definition of the operator norm ||GOZ(Bai L™ + Bao)||
= [|Sxlls + [IGOE(BaiL™" + Bao)l1S]s

because [|al|s = [|ACw s = [[ACwCy' Wl|s = [|S]]s. A
Then rearrange the inequality ||S|ls < |[|Sx||s + |GOZ(Bai L~ + Bao)|[|IS]]s:

1Sx|ls
HG@E(BAlL_l + BA(])H

I8lls < —

which is possible if IFR holds so that |GOZ(Ba; L™ + Bag)|| <1. m

Lemma 2 If the Information Feedback Regularity Condition holds, and S = B(S’) 15
a fized point, then the signal norm of the aggregate component SPg is bounded by

|SxPslls + Y1

SPqs <
ISPells < 1— |GOZ(Bai L~ + Bap)|

where 0; = |[|GO|||| [E(BaiL™" + Bao)Sx (I — Pg)). ||s, while the signal norm of the
endogenous signal Sy = GO[Z(Ba L™ 4+ Bag)A]LW Py is bounded by

|GO[E(Ba L™ + Bag)A] LW Pglls < Ry

IGOE(Ba1 L~ +Bao)lllSx Palls+91

where Ry = 1-[[GOE(Ba1 L1+ Bao) |l

Proof. A fixed point S = AW satisfies
S=Sx+GOI[CA, WPs

where Z(Bai L™ + Bag) = (. where Py denotes projection onto current and past S
signals. [CA].W is the projection of the noncausal signals ¢ S onto current and past
S. To write this projection step as a linear operator, it is necessary to transpose the
blocks of the signals without transposing the whole operator, as described in Appendix
A.5.1. ST indicates this “block transpose”; the operator is still lower triangular block
Toeplitz, but each block is transposed. This approach is useful because Lemma 9
can be applied to bound the effects of certain non-causal operators. As in Appendix
A.5.2, Py = ST(S™8T)1S™ denotes the projection onto the columns of ST.
With this representation, the fixed point satisfies?®

§=5x+GO <PS[(CS)T]+>TPG

28Note that (¢ S )T £ STC T in general; this separation only holds with equality if ¢ is causal.
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and Pg is a projection, so the aggregate component of any fixed point satisfies
@%:Sﬂ%+@@@ﬂ@®m)3h (42)

Take the norm and apply the triangle inequality:

18Pslls < I15xPells+1GO (Psl(¢8)T14) Palls < I1Sx Palls+1GO (P5l(c8)): ) " Is

The second inequality holds because Py is a projection with norm || Pg|| = 1.
By Lemma 9, the inequality becomes

1SPells < [1SxPells + | Pl (\IG@C!\I\SPG\IS + 191)

Py is also a projection, so || Pg| = 1. If IFR holds, ||GO(|| < 1, so the inequality can

be rearranged to
|1Sx Palls + Y1

1 —[lGed]

HSPGHS <

The definition of ¢ proves the first result.
The latter term in equation (42) is the endogenous component; take the signal
norm:

IGOCAL, WPalls = GO (P4l(CS)T]. ) Pells

< llce (Pl(cs)) s

because Py is a projection. Apply Lemma 9:
< 175l (IGOCHISPalls + 91 ) = GO ISPals + Vs

Then use the first result that ||SPg|g < 13xPelsts 46 hound

1—1GeC]
1Sx Palls + V1 1GOC||||Sx Palls + U1
A P, < 9, =
GO [CA]L WPs||s < |GO(|| T jGed + Ur 1 —|cod|

Again, the definition of { proves the second result. =

A.4 Convergence to an Infinite-Order Fixed Point

Towards the proof of Theorem 2, I next prove that the algorithm B, approximates B
arbitrarily well for large 7

Lemma 3 B, converges to B pointwise, i.e.

lim B,(S) = B(S) VS € Sppm.

T—00
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Proof. Consider any S € S, m.
IB(S) = B:(S)lI5 = l|(Sx + GXWPa)(I - Pr)|§

= IB(S)(I =PI
= > lBs) 13

where (B(S5)); denotes the jth block of B(S).

B(S) is square summable, so for any € > 0, there exists a K such that > . [[(B(S5));|% <
2. Therefore lim, ., B,(S) = B(S) and B, — B pointwise. =
Proof of Theorem 2. Lemma 3 says B, — B pointwise, so for any 5 > 0, there
exists a K s.t.

1B-(S,) = B(S )l <5 ¥r= K
B is continuous and S, — S, so for any 5 > 0, there exists a K s.t.
IB(S) - B <5 =K
Therefore:
1B:(5:) = B(S:)l| + 1B(S:) = B(S)|| <& Vr > max(Ky, K)
Then by the triangle inequality:
1B.(S,) —B(S)|| <&  Vr>max(K,, K>)

so by definition

N

lim B,(S,) = B(S)

T—00

Then substitute with the fixed points, followed by their limit:

lim S, = B(S)
S = B(S)

A.5 The Norm of the Fréchet Derivative

This section introduces some notation useful for characterizing the norm of the Fréchet
derivative, states an intermediate lemma, and finally derives the expression.
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A.5.1 Additional Notation

Toeplitz operators have an associated Hankel operator. The block Toeplitz operator
Y constructed from the block column y has block columns y, Ly, L%y, .... 1 denote
the associated Hankel operator H(y), which has block columns y, L™'y, L™y, ..., and
thus is block-symmetric. If H(Y) is written in terms of a non-Toeplitz operator Y,
it is implied that it takes the first block column of Y as its argument.

Some operations are made more difficult by the fact that signals are block Toeplitz
operators, rather than regular Toeplitz operators which would otherwise commute for
causal signals. One method to resolve this is to permute the blocks into vectors, and
apply Kronecker products of operators; this requires some further notation. bvec(-)
vectorizes each block of an (mxmn)-block operator, producing a (mnx1)-block Toeplitz
operator, by stacking sub-block columns. For example, bvec(Y) is a block Toeplitz
operator, and bvec(Y )e; is its first column, which encodes all of the information of
a lower triangular block Toeplitz operator Y into a vector. Therefore the signal and
vector norms are related by

Yls = llovec(Y )ed]]

which immediately follows from Definition 2.

Sometimes it is necessary to transpose the blocks of an operator without trans-
posing the entire operator. The block transpose of an operator Y is denoted by
YT,

Let Ly and Ry denote left and right multiplication of a vectorized operator, such
that the original operator is left or right multiplied by Y, respectively. In other words,
for block m x n operator Y and scalar k, the blocks of LY and R} are given by:

Ll}c’,ij =1 @Y Rlicf,z‘,j =Y @I (43)

then conformable operators X (with & x m blocks) and Y (with m x n blocks) satisfy
bvec(XY') = Ly bvec(Y')

Using R requires more conditions than L. One special case is where X and Y are
conformable lower block triangular Toeplitz operators:

bvec(XY) = Ri-bvec(X)

A second special case is where H and Y are conformable Hankel and lower block
triangular Toeplitz operators, respectively:

bvec(HY ) = Ri-r.bvec(H)

Hankel and upper triangular Toeplitz operators have a useful relationship in the
case where = and y are ordinary vectors: X*y = H(y)z. Property 2 generalizes this
to the block case.
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Property 2 For m x k block vector x and m x n block vector y:
bvec(X™y) = o nbvec(H (y")x)

where gy, is the vec-permutation matriz® for k x n vectorized matrices.

A.5.2 A Lemma for Characterizing the Fréchet Derivative

Consider a lower block triangular signal Toeplitz operator S € S, , m., and a deviation
S2 € S, ,m.- Denote the difference D = S* — S. Let Py = ST(ST*ST)~1ST* denote
the projection onto the columns of ST, let Mg = I — Pg denote the residual projection
and let S; T = (ST*ST)~1ST* denote the left inverse of the signal Toeplitz operator ST.

Lemma 4 If ® is a conformable non-causal block Toeplitz operator, then fori < m.:

(Psa — Pg)[(®S)T)e; = MsDTS,T[(®S)") e + ST D™* Ms[(@5) ] e; + 0<”DH<SZ4>

Proof.

(Psa—Ps)[(®S)"]e; = (ST+DT)((ST+DT)*(ST+DT)) " (ST+DT)*[(S)] e~ Ps[(@S)] e

= DT(STST)LS*[(®S)T] ye; + ST(ST*ST) L DT*[(®S)T]e;...
+ST((ST+ D7) (ST + D)) ST((@S) ] — Ps[(®S)T]1ei + o( || Dlls)
The o(]|D||s) term here collects all D™ DT and DTDT* terms. Substitute in S; T =
(ST*ST)=1S™ to simplify notation:

= DTS T[(®8)T] e + Sy DT(®S) ] e
+ ST((ST+ DT)*(ST+ D7) T ST((®S) ] e; — Ps[(®S) e + o(|| Dl|s)

= DTS, T[(®S) ]se; + S; T DT(BS) 460
+ ST(STST + DT*ST + ST DT) LS (BS)T]e; — Ps[(®S)T]4e; + o(||Dlls)

Using Pg = ST(ST*ST)~15T%:

= DTS, T[(®S)T]se; + S; T DT(®S)T] e
+ ST(STST 4 D™ST + STDT)LST(DS)T] e
—ST(S™ ST+ DT ST+ ST DT) "L (ST ST+ DT ST+ ST DT) (ST ST) "1 ST[(BS) 7], es+0(|| D] s)

29Henderson and Searle (1981)
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= DTS;T[(®S)T]se; + Sy DT(®S)] ei..
+ST(STSTHDTSTHSTDT) ! (I — (ST*ST + DT*ST 4 ST*DT)(STST) 1) ST*(@S)T], eit0([| D] 5)

= DTS T[(®8)T] e + Sy DT (@) ] e
—ST(ST ST DT ST DT) L (DT ST(STST) T 4 ST DT(STST) ) ST ((@8)T]es+o(|[ Dl s)

Subsume some additional terms into o(||D||s):

= DTS, T[(®S) se; + S; T DT(BS) 46
— ST(STST)~H (D™ ST(STST) ™! 4 ST DT(STST) ™) ST(®S) ] 1ei + o(|| D]l 5)

= DTS;T[(®S) se; + S;TDT(BS) 6.0
— ST(STST) ™I D™ Ps[(®S)T]e; — PsDT(STST)"LST[(®S) ] e; + o(|| D] 5)

Substitute Mg =T — Py and S, T = (ST*ST)~15™:

= DTS, T[(DS)T]se; + S, T DT(®S) ] 1e;...
— ST DT Ps[(2S)T]ve; — Ps DTS, T[(®S) )€ + o([| D)

= MsDTS.T[(®S)T] i + 5,7 DT Ms[(D5)T] e + o([[ D)

A.5.3 The Fréchet Derivative

To make the equations in the Theorem 8 proof more manageable, define
( =E(BaiL ™" + Bao) (45)

and define n; = n + n,, the number of row dimensions in the blocks of =.
To simplify the norm itself, I introduce subspace coefficients Qp, and Qay,.

Definition 4 For nonzero S € S,,, m., define
Qpry = RT
— PMme n¢ ma
Qus = R, T LgorCnemaLipagicsnm

Using this notation, Theorem 8 gives the explicit matrix representation of the
Fréchet derivative.
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Theorem 8 When a signal S is represented in the vectorized form bvec(ST)ey, the
Fréchet derivative of B(S) has a matriz representation given by

Dg(5) = LT;;R%G)T QpsLpg + L?GART(TLGG@)T Qs Lingg (46)

Proof. Consider a signal perturbation D = S — S. The perturbed difference
B(S?) — B(S) is given by

B(S2) = B(S) = GO ([CA>], WA — [CALL W) Pg (47)

[ will first characterize the interior term [CA®] W2 — [CA] W

[CA], W is the projection of the noncausal signals (AW = (S onto current and
past W, or equivalently onto current and past S. The block structure of the signals
requires some additional care to ensure conformability: in order to project columns
of (S onto the space spanned by lags of S, the blocks must be transposed first. In
other words, the columns of the block-transposed operator ([(A] W )Te; are given by
the projection of [(¢S)T] e; for each i < m onto ST.3Y The ith column of the term
[CAR)| WA — [CA] W for each i < m becomes:

([CAS W2 — [CALW)Te; = Psa[(CS%)Twei = Ps[(CS)T)ves

= (Psa = Pg)[(CS)T]+ei + Ps[(CD)T]ei + o([[ Dl|s)
= Ms DTS T[(CS) ) vei + ST DT Ms[(CS) ] ei + Ps[(CD)T] i + o(|| Dlls)

by Lemma 4. Block vectorize:

buec(([CAZ]. WS — [CAL W) )er =
buec(Ms DTS [(CS)T]y )er+bvec(Sy T DT Ms[(CS)T]+ Jert+bvec(Ps[(¢ D))+ Jerto(|[ Dls)

The vector e; selects the first column, making the [-], operators redundant on the
right-hand side because S and D are lower triangular:

boec(([CA], WS — [CAT,W)T)e, =
bvec(MgDTS; " (¢CS)T)ey + bvec(S; T DT Mg(¢S)T)er + bvec(Ps(¢CD)T)e; + o(||D||s)

30These block transposes are necessary because the signals are encoded in the columns of the
operator S, but each column corresponds to a single shock and multiple signals. Forecasters do
not observe individual shocks; they observe individual signals. Forecasting is projecting a single
signal onto lags of itself and other signals. So columns of S cannot directly be projected to recover
the forecasts. However, columns must be used for projection because the rows of S never contain
all of the block entries of S, except in the limit. Therefore the blocks must be transposed so that
columns of S correspond to individual signals rather than shocks. These transposes could be avoided
by treating causal operators as upper triangular rather than lower triangular (as was the case in
earlier versions of the paper) or by having shocks appear on the left-hand side, but this creates more
burdensome notation elsewhere.
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Separate ( into the lower triangular (causal) term (¢ and the strictly upper triangular
(noncausal) term (y¢ so that ( = (¢ + (ye:

= bvec(MsDTS; " (¢S)T)er + bvec(S. T D™ Ms(CS)T)e;
+ bvec(Ps(CcD)T)ey + bvec(Ps(CneD)T)er + o(||D|s)
Separating the causal and non-causal components is useful to take advantage of
two properties. First, the causal components commute with block transposes, i.e.
(CeD)T = DT7¢/. Second, the non-causal component satisfies bvec(Ps((yeD)T)e; =
bvec(PsH(PsDT) e el
= bvec(MsDTSET(CS)T)el + bvec(S; T D™ Mg(¢S)T)ey
+ bvec(Ps D¢l )er + bvec(PsH(PsDT) e )er + o|| Dl|s)

=R: bvec(MsDT)el +L"

SETICS)T] S; T*bUBC(DT MS[(CS) ] )61

+ RiFbvec(PsDT)ey + Ry bvec(PsH(PsDT))ey + o([| D)
C NC

RmET[ sy bvec(MSDT)el +L" ,T*bvec(DT*MS[(CS)T]JF)el
+ Rmfbvec(PSDT)el + Rmf bvec(PSDT)61 +o(||D]s)

=R"" bvec(MSDT)61+L buec(D™ Ms[(¢S)T]+)er+R buec(PsDT)er+o([| Dl|s)

*T*

ET[ ST
Apply Property 2:

= RmET[(Cs) - bvec(MSDT)el—l—L:fZ”QnC,mAbvec(H((MS[(CS)T]+)T)DT)61+Rg5bvec(PsDT)61+0(||DH5)

and because Mg is idempotent:

RmET[(CS bvec(MSDT)61+LS v+ One, mAme‘(Ms[(cs bvec(MsDT)el—kRZ?bvec(PSDT)el—f—o(||D||5)
(48)

Collecting coefficients on bvec (PsDT) e; and bvec (MgDT) ey and using the nota-
tion from Definition 4 gives

bvec (([CAX W2 — [CALLW)T) e1 = Qpybvec (PsDT) e1+Qurgbvec (MsDT) er+o(|| D s)

Now plug this characterization of [(A2], W2 — [CA].W back into Equation (47)
and block vectorize:

bvec ((G@ ([CAA]+WA - [CA]JrW) PG)T) €1
= L RiGey Qrsbvee (PsDT) er + Lipt Rigie) Qusbvec (Ms D) er + o([| Dl[s) - (49)

53



The operators Ps and Mg project onto orthogonally complementary spaces, spanned
by — or residual to — the columns of ST, respectively. The vector bvec (DT)e; is the
sum of orthogonal components bvec (PsDT) ey = Lp bvec (D7) and bvec (MgDT) ey =
Ly bvec (DT). Thus equation (49) becomes

bvec ((GO ([CAR] W2 — [CAILW) Pe)") e
— (L R0y Qr L, + LRy, Quc Ly, ) buee (D7) e1 + o | D)

bvec((G@([CAA]-&-WA*KA}‘FW)PG)T)GI
IDlls

and taking the limit of
derivative. m

Theorem 8 gives the matrix representation of the Fréchet derivative. Its norm can
be computed directly; Appendix C.6 describes how to do so. But first, corollary 2
gives a theoretical property.

as || D||s — 0 gives the Fréchet

Corollary 2 The norm of the Fréchet derivative satisfies

1Ds(5)]l = \/HL?;‘R%@)TQPSLPSHZ + ILpS Rice) Qs L
Proof. By Theorem 8, the norm of the Fréchet derivative is

1D5(S)| = [[Lps Riiey QrsLips + L Rty QuisLin ||
By definition, the operator norm is

= sSup HLSC?R QPSLPSD + LmAR G@)TQMSLMSD”
D s.t.||D||s=1

The operators Lp2 R (¢e); QprsLips and L2 Ri5g QgL act on orthogonal sub-
spaces, spanned by current and past S and orthogonal to it, respectively. Decompose
the vector D into these two components:

D=Ds+D,g
The operator norm becomes

||D3(S>H - Dot HDSlJlr% g1 ||LmAR7(7§@ TQPSLPSDS "_LmARmE TQMSLMSDLSH
st.||Ds+Dslls=

Dg and D, g are orthogonal by construction, so by Lemma 10 the operator norm
1s

1 D5(S)l = /L7 Riio)r Qe Lirg 2 + | L7 R{gi0)r Quis L
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A.6 Proofs of Characteristics of Stable Equilibria

First, the following Lemma is helpful for proving Theorem 3:

Lemma 5 If all fixed points of a model contain aggregate signals such that for any
fized point signal vector S there is an entry S; satisfying S;Pe = Sz, then for any
n > 1 the norm of the information feedback operator GOZ(BayL™' + Bag) and the
component of the Fréchet derivative Lg;R?"‘GE@)TRgEL?SA at a fized point S satisfy

| (GOZ(BaL ™ + Bao)" | = || (L Ritio RELE) | (50)

Proof. For any n > 1, consider a signal process Y with unit norm satisfying

Y = arg Hmlax | (GOE(BaiL™" + Bag))" Y|s

then we have by definition of the operator norm
| (GOE(BaiL™ + Bag))" || = | (GOZ(BarL™" + Bap))" Y|s

Consider a single aggregate signal S that is generated only by aggregate shocks, i.e.
ScPa = Si. By assumption, such an S is contained in the rows of any fixed point
signal S. Denote the Wold decomposition of the aggregate signal by Sg = AcWqg
where Ag is causally invertible and W has variance aW Wea iS white noise, so its
autocovariance operator is diagonal: WilWg = O’W I, thus O'W We is an isometry.
Accordingly, rewriting the operator in terms of the basis O'W We does not affect its
norm:

= || (GOE(Ba1L™" 4 Bao))" Yoy, . Wells
= || (G@E(BAlL_I + BA())) YUWGA Sg||g
= | (GOZ(BaiL™ + Bao))" Y]s (51)

for the unit norm vector ¥ = YUV_VIGAE;ISG Y is a ma X m,. block process that
is spanned by current and past signals, and aggregate shocks. Block vectorizing
(Appendix A.5.1) preserves the norm:

— |[bvec ((G@E(BAlL‘l + Bag))" Y/) I
as does block transposing;:
— |[bvec (((G@E(BAlL‘l + Bag))" Y/)T) [

= || (R{tso R ) bvee(¥ )|
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which implies
| (GOZ(BAL™ + Ba))" | = | (RitioyQe,) brec(¥ )] (52

per equation (45) and definition 4. By Construction,j/ is spanned by current and
past aggregate signals, so that bvec(YT) = L bvec(YT) = Lp*Lip*bvec(YT). The
L’;‘(j operator commutes with the R operators in this equation, so:

Rty Qps buec(YT) = L3R, Qr L bvec(YT)
Applying this relationship repeatedly, equation (52) becomes:

| (GOZ(Bai L™ + Bap))" | = || (ngR’fé@)TQPSL?ﬁ) boec(YT)|| (53)

The initial assumption on Y implied that ¥ maximizes (51) (subject to ||Y || = 1)
and thus also (52) and (53). Then by the definition of the operator norm:

| (GOE(BaL™ + Ban)" || = || (Li Rigioy RELE) |

|
Proof of Theorem 3.
Consider the operator norm of the Fréchet derivative:

1Ds(S)II = |Ps(S5) (P + M)l

where Py denotes the projection onto the subspace Sp, spanned by current and past

signals S , and Mg = I — Pg is the projection onto the orthogonal subspace Sy,
From the operator norm definition, consider each term:

[D5(5) Psyslls A IDs(5) Mgy glls

D5 (S) Ps|| = sup D5 (5) M| = sup
v lyslls Yo 1y slls

The signals yg € Sp, and y, g € Sy, maximizing these norms are orthogonal; there-
fore, the unit signal y = yg + y, ¢ maximizing | Dy(S)y||s is a linear combination
satisfying [lysl|% + |ly, lls = 1. Maximizing ||Dg(S)Psys + Dp(S)Msy, 5lls subject
to this constraint implies the operator norm satisfies

I1D5(9)]| = \/IIDIB(S‘)P@||2 + 1Ds(S)Ms2 = | Ds(S) Py

Theorem 8 gives the matrix representation for the Fréchet derivative acting on Sp,
as L";C;“ R?Z;E@)T Qp Lp,. Therefore

D5 (S > 1L, Rigiey Qre Ll
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Apply Lemma 5, letting n = 1; the operator norms satisfy
IGOE(BarL™" + Bao)|| = ILE) Ritier RE L |

Thus the IFR condition (||GOZ(Ba L~ + Bag)|| < 1) is necessary for || Dg(3)|| < 1
to hold at a fixed point, which by Property 1 is true if and only if the fixed point is
signal-stable. m

Definition 5 A fived point S is called locally unique if there exists a neighborhood
N(S) around S such that S is the only fized point in N(S).

Proof of Theorem 4. The Fréchet derivative is continuous everywhere in Sy, , .
except at zero, where it is undefined. So if || Dg(S)|| < 1 then there exists a ball b(S)
around S such that |[Dg(S)| < 1 for all S € b(S). Therefore B is a contraction on
b(S) (Kantorovich and Akilov, 1959, p. 661).!

B is also a self-map on b(S). To see why, consider any S € b(S 5). ||BS — BSHS <
IS — S||s because B is a contraction on b(S). S is a fixed point satisfying BS = S,
so |BS =S| < ||S — S||s. Therefore BS is in the ball b(S).

Finally, B is a self-map and a contraction on the ball b(g ), therefore the Banach
fixed point theorem implies that S is the unique fixed point in b(S’ ). m
Proof of Corollary 1. A ball b(S) such that || Dg(S)|| < 1VS € b(S) exists because
Dg as given by Theorem 8 is continuous everywhere that || Dg|| is finite except 0, and
|Ds(S)|| < 1 because S is signal-stable. B is a contraction mapping on any such
ball b(S) with Lipschitz constant maXgey g [|Ds(S)|| < 1, therefore by the Banach

Contraction Mapping Theorem, B*S, converges toS. m
To prove Theorem 5, it is helpful to use the following property of local homeo-
morphisms (Cartan, 1971, Theorem 4.4.1):

Property 3 Let B(a,r) be the open ball with radius v around point a in a Banach
space E, and let f : B(a,r) — E be a continuous mapping such that the mapping

p(z) =2 - f(z)

is a contraction (i.e. it has the k-Lipschitz property for some constant k < 1.) Let
f(a) = b. Then there exists an open set V. C B(a,r) with a € V such that f is a
homeomorphism of V' onto the open ball B(b, (1 — k)r), and the inverse mapping

g=f"1t:Bb,(1—-k)r)— Ba,r)

has the ﬁ—Lz’pschitz property.

31This property is reported in English in Holtzman (1968).
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Proof of Theorem 5. S # 0 is signal-stable, so 1 > ||Dg(5)||. As in the Proof
of Theorem 4, continuity of the norm || Dg|| away from zero implies there exists some
ball b(S, r*) with radius 7* such that B is a contraction on b(S, r*) for any Lipschitz
coefficient kg € (|[Dp(5)][,1), and || Dg(S)|| < 1 for all S € b(S,r*). The truncation
operation in B, implies || Dg(S)| > || D5, (5)]| for all non-zero S € S, m., so B, is
also a contraction on any ball b(S,r) with r < r*.

Per Lemma 3, for any r there exists a K such that for any 7 > K

1B:(S) = B(S)|ls < (1= kg)r
Define C, =1 — B, and C = I — B. It must also be the case that:
IC-(S) = C(S)lls < (1= ka)r

Property 3 implies that if < r*, there exists a homeomorphism g, : B, (CT(S’ ), (1 —
kg)r) — (S r). S is a fixed pomt of B, s0 C(S) = 0. Thus 0 € B,(C-(5), (1—Fks)r)
and g-(0) € B;(S,7), so there exists a fixed point S, = B.(S;) such that 1S, —8|s <
r. S, must be signal-stable because S, € b(S,r) implies || Dg, (S S)|| < 1. This proves
there exists a sequence of signal-stable fixed points S such that lim,_ . §T =S m

A.7 Stable Uniqueness

Proving Theorem 6 requires some notation and intermediate results.

First, I define a set which includes all signal-stable equilibrium fixed points. Let
Y denote the bounded set of m4 x m.-block signals with S-norm < Rg around which
I — B is signal-stable:

Y =15 € Smema : I5]ls < Rs, [[Ds(5)]| <1}

ISx|]
where Bs = {—jaez(5,,L 180)
Additionally, let ) denote the subset of ) in the image of P,, i.e. the subset of

signals truncated at order 7 or less.

Lemma 6 If a signal with Wold representation S = AW has a matriz (i.e. block
diagonal) forecast error operator W, and if Information Feedback Regularity holds,
then | Dp(S)|| < 1

Proof. The operator B(S) is given by
B(S) = Sx + GO[E(Ba L™ + Bag) AL, W Pg

If W is a matrix (i.e. block diagonal operator) then it commutes with the annihilation
operator:

= Sx + GO[E(Ba L™ + Bao) AW Pgl,
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=Sx + G@[E(BAlL_l + BAO)Spg]+

which is a linear operator B on S with norm ||B|| = ||GOZ(BaL~' + Bao)l|. If
Information Feedback Regularity holds, then this linear operator has norm ||B|| < 1
thus

1Ds(S)]| = IB]| < 1

]
In the next lemma, m. ; denotes the number of idiosyncratic shock dimensions.

Lemma 7 If Information Feedback Regularity holds, and ma < m. then Y. C
Simam. 8 a path-connected Banach manifold.

Proof. To show path-connectedness, the proof constructs a series of homotopies that
connect any two signals in Y,

The first step of the proof is to define a homotopy through ), that begins with
a signal S' = A'W! and ends with the signal S? = A'W?2, by transforming the
white noise process W' into a second process W? with the same variance Yy, but
determined entirely by idiosyncratic shocks.

The norm of the Fréchet derivative of B, around S! is

IDs(SY)]| = lim sup IB(S* + D) — B(S")|s

A=0 p1 given | Dl g=A

Per Theorem 8, a norm-maximizing deviation D! is the linear combination of a com-
ponent spanned by W' and a component orthogonal to W1. Let APW! denote the
first component, and let AW denote the latter, with W1 the Wold representation’s
white noise basis with variance > .

With this decomposition for the deviation D! = APW! + APW!  the square of
the norm (A.7) becomes

lim sup |B(S' + D') — B(SY)||3 =
A=0p1 given |Dl||s=A
lim GO ([E[(BarL™" + Bao) A" Js W Pa + [E[(Bar L™ + Bao) AT]L ] Wi Po

— [E[(BaiL™" + Bao) A4 )+ W' Fe) |13

= lim sup  [|GO ([E[(BarL™" + Bao)(A” — A)]4] W' Pg

A=0pigt |DY|s=A
+ [El(BaiL™ + Bao)AT]1 - WL Pe) |13

There are many possible orthogonal white noise processes that could serve as W 1. Let
WLG and Wi ; denote such processes that are entirely aggregate and idiosyncratic
respectively. It is always possible to find such processes that are white noise and
orthogonal to W!; for example, take the white noise from the Wold representations of
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[L7'W1Pg], and [L™'W1(I — Pg)], respectively to construct such candidates. The
norm-maximizing W] must be entirely aggregate, i.e. it must be in the image of the
projection Py to satisfy W} oPg = W1 4. By construction W1 , is orthogonal to W*
and thus W!Pg, so the norm equality continues:

= lim sup |GO[E[(BaiL™" + Bao)(AP — A)| ] W' Pg| |3+

A=0pist||DY|s=A

IGOE[(BarL™ + Bao)AT]+ ]+ Wi g5

WP is not necessarily white noise; define its Wold representation as WlP; =
AlyeWie. For s € [0,1] define the homotopy S! = (1 — s)A'W! + sAY(W(I —
Pg) + AW ;) for some W1 ; with the same variance as Wyy. S§ has the same
autocovariance function as S! and is orthogonal to WLG for all s. But its square of
the norm (A.7) is now given by

IDs(SOII* = lim  sup  [[GOE[(BarL ™" +Bao)(A”—A) 1]+ (1—s)W' Pol5+

A=0pigt |Dis=A

IGOIE(BaiL™ + Bao) AT+« Woglls  (54)

where W & denotes a norm-maximizing aggregate orthogonal deviation at each point
in the homotopy (AP and AP are unchanged).

Define S? = S}, i.e. the end point of the homotopy. This signal has the wold
representation S? = A'W? and W? is entirely idiosyncratic i.e. W2Pg = 0. The norm
(54) is decreasing as s — 1: for all s, ||Dg(S})|| < [|Ds(SY)||. Therefore if S* € Y,
then it is path-connected to S? through ). Moreover, S' = A'W' € im(P,), so
SYI—Pg) = AAWYI—Pg) € im(P,) and S*Pg = A' A}, oWy € im(P;). Therefore
by choosing W1 ; such that A' Ay, W] ; € im(P;), the homotopy S} € im(P;) for all
s. Thus if S' € Y., then it is path-connected to S? through ..

The second step of the proof is to show that the signal S? = A'W? is path-
connected through ), to the signal S% = A'W?3, where W3 is a block diagonal white
noise process with the same variance Yy = CyCyy,. At S?, the square of the operator
norm is simple, because W? is entirely idiosyncratic so the first term from equation
(54) drops out:

IDs(S?)|I* = lim  sup  [|[GO[E[(BaL™ + Bao)AL] s Wigls  (55)

A=0p2gt D2 s=A

and now the deviation must be given by D* = APW, 5. Because S? is entirely id-
iosyncratic, the right-hand side norm is achieved by any choice of W ¢, appropriately
scaled. Thus, this is the Fréchet derivative norm for any S* = A'W* so long as W*
is idiosyncratic with variance Yy,. Cy'W* has variance matrix I, so Cy! W is a co-
isometry, and C};! W is rational because 7 is finite. Cy;/ W only has non-zero terms in
the m. ; > m, idiosyncratic dimensions. Within the idiosyncratic dimensions alone,

the adjoint of this operator is a “tall” rational isometry with m. ; x m4 blocks; Jury
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(2023) proves this set of isometries is path-connected. Also in this set is C’V_VIW3,
where W3 is a m4 X m. matrix-valued white noise process (i.e. its block Toeplitz op-
erator is block diagonal) with variance matrix Yy and is also entirely idiosyncratic.
Therefore S? = A'W? is path-connected through Y, to the signal S® = A'W3

For the third step of the proof, let W, denote a m 4 x m. matrix-valued white noise
process (i.e. its block Toeplitz operator is block diagonal) with variance matrix I.
Lemma 6 implies that all signals whose Wold representation features a matrix-valued
white noise operator are in ). And if S* is of order 7 or less, then A! is of order
7 or less. Therefore S = A'W?3 is path-connected to S* = A'W* through Y, by
the homotopy A'(sW* + (1 — s)W?) for s € [0,1], and S* is path-connected to W*
through ), by the homotopy (sl + (1 — s)A")W* s € [0,1]. Therefore, all signals in
Y. are path-connected to W* and thus each other.

]

The proof strategy for Theorem 6 requires a model to have more idiosyncratic
shocks than signals, so in cases where this is not satisfied, modify the model’s shock
space to have additional idiosyncratic “sunspot” dimensions. These sunspot shocks
do not affect the exogenous signal process Sy, and because they are idiosyncratic (i.e.
the space spanned by the additional dimensions is in the kernel of Pg) they cannot
affect the endogenous signals either. Therefore this modification introduces no new
fixed points, and has no effect on the norm of the Fréchet derivative or signal-stability,
but is useful so that Lemma 7 applies. With this addition, the shock dimensions are
now of size m?. In the proof below, it is assumed that the operators (e.g. B,) and
subspaces (e.g. );) are defined on this modified space Sy, , s
Proof of Theorem 6. By construction, Lemma 1 implies that all signal-stable
fixed points are in ).

Y- is finite-dimensional and bounded, so I — B; : V; — S, m+ is proper.

B, = BP, where P; is a projection operator, so ||Dg_(S)|| < ||[Dg(S)||. Therefore
if S € Y, then ||Dg,.(S)|| < 1 and by the inverse function theorem, I — B, is a local
homeomorphism on ) and thus on ).

I —B;: Y — Sn,me is a proper local homeomorphism and S, , ,x is connected,
so by the Browder Theorem (Browder, 1954) I — B, is a covering projection with
finite fiber.3? If Information Feedback Regularity holds, then ), is path-connected by
Lemma 7 and S, , »: is simply connected because it is a Banach space. Therefore by
a standard monodromy theorem, I — B, : V; — S, m: is a global homeomorphism
(Katriel, 1994, Thm 4.1).

There is at most one S € )Y, such that S = B.(S), and Y, contains all signal-
stable fixed points of B, so there is at most one signal-stable approximate fixed point
of order 7. It remains to be proven that there is at most one signal-stable fixed point
of the untruncated operator B.

Suppose towards a contradiction that there are multiple signal-stable fixed points
S; of B , indexed by ¢. By Theorem 4, these points must be locally unique. By Theorem

32For unfamiliar economists, Guti (2017) provides an accessible summary of these properties.
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5, each of these points has a convergent sequence of signal-stable approximate fixed
points 5}77, indexed by the truncation order 7. Select a scalar r such that there are
disjoint balls of radius r around each fixed point. Select an approximation order
7*, such that each ball b(S’i, r) contains an element of the sequence S” The ball
disjointedness implies that the operator B,« has multiple signal-stable approximate
fixed points. This is a contradiction; therefore there can be at most one signal-stable
fixed point of B. =

A.8 Proofs Related to the Sufficient Condition

Proof of Theorem 7. Lemma 8 says that if the Sufficient Idiosyncrasy condition
(SIC) holds then all fixed points must be signal-stable. SIC also implies IFR:

_ 1= IGOE(Bm L + Ba)|?

r(zl_l) 4R2
N

IGOZ(BarL™" + Bao)||* + 4R3r(Z7Y) < 1
|GOZ(BaiL™ + Bao)||* < 1 — 4R}x(;") < 1

therefore |GOZ(Bai L™ 4+ Bag)|| < 1, which means that Theorem 6 holds, so there
is at most one signal-stable fixed point. m
The proof of Theorem 7 is only straightforward because of Lemma 8.

Lemma 8 If the Sufficient Idiosyncrasy Condition holds, then all fized points satis-
fying S = B(S) must be signal stable.

Proof. Consider a signal perturbation D = SA_ 8. Decompose the signal deviation
D = Dg+D | ¢ into the component D¢ that is spanned by lags of S, and the orthogonal

component D 4. As in equation (47), the perturbed difference B(S*) — B(S) is given
by
B(S2) = B(S) = GO ([(AX. W — [CAL,W) P (56)

Take the signal norm:
1B(S%) = B(S)|ls = 1GO ([CA* W™ = [CALLW) Palls
Py is a projection operator, so this norm is bounded above by

< GO ([CA], W2 = [CAL, W) [ls = GO (ICAX], W2 — [CAL ) e,

S

where the operator e, denotes the block vector consisting of the first m basis vectors,
e.g. ey, = (el, - €m5)- The equation then follows directly from the definition of the
signal norm, which only depends on the first block column of an operator.

[CA]L W is the projection of the noncausal signals ¢ S onto current and past S.
To write this projection step as a linear operator, it is necessary to transpose the
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blocks of the signals. ST is still lower triangular block Toeplitz, but each block
is transposed. This approach is useful because Lemma 4 can simplify the block-
transposed representation. As in Appendix A.5.2, Py = S’T(S'T*S'T)_lé” denotes the
projection onto the columns of ST M ¢ = I — Py denotes the residual projection and
S.T = (S™8T)"18™ denotes the left inverse of ST.

Block-transpose the ([(A2] W4 — [(A]+ W) €, block vector to continue the equal-
ity:

= GO (([CA*] W™ = [CAL W) ) Il

A— R _ A—T* * R — — T
— 116 (DT 4S7TICS) s + 527 DTLICS) ) m,s + P5l(CDg) ] 4Ema) s+l Dlls)
by Lemma 4, using the D = D¢ + D ¢ decomposition, where Dg = P¢DT and
D¢ = MgDT. Then apply the triangle inequality to bound B(SA) — B(S):
IB(5%) = B(S)lls <
A— A A—T* * R — T —
160 (DT (571C8). + 8,7 DT5IC9) Tuma ) s (B5L(CDg) 8m) s ol D]ls)
(57)
First consider the Dg term in inequality (57), which by the signal norm definition
is
|GO (Ps[(CDg) ]+em,)" [ls = GO (Ps[(CDg)"]+)" IIs

then evaluate the norm-maximizing deviation:

ds.t.||dl|ls=[Dglls

< sup GO (Ps[(¢d)T] )" llg

< sup |GO (Pg(¢cd)")T ||Is < sup 1GO ((Cd))" |4

ds.t.||d||ls=[Dglls ds.t|ld|s=|Dglls

because to be norm-maximizing, applying the annihilator must not be norm-reducing
(the norm-maximizing d is a signal lagged arbitrarily far into the past), and then
applying Py must not be norm-reducing (the norm-maximizing d is spanned by current
and past S ). Continuing the inequality:

= sup [|[GOU|s = |GEC]l[Dglls

ds.t.|dl|ls=|Dglls

by definition of the operator norm. To summarize this chain of inequalities, the D¢
component of inequality (57) is bounded by

IGO (P[(CDg)T]1ém)" lls < IGOZ(Bar L™ + Bao) | Dslls (58)

which uses the definition ¢ = Z(Ba L™ + Byy).
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Next consider the D ¢ terms from inequality (57):

1GO (DT SETICS) wem + ST DTLCS) e ) s
= GO (DTS TICS) + ST DTLICS)T ) s

—1G6 ((PTS,T+ 5,7 DT) [68)T1) s

Lemma 9 implies
A— A—T* * A T
16O (D148 + .7 D) [68)T]4) s
< || (D182 + 8.7 D7) Il (IGecllSPolls + o)

S is a fixed point and IFR holds, so by Lemma 2, its aggregate component is bounded

by [|SPs||s < %. Therefore the inequality becomes

T

16O (DTS2 + 827 DT ) 1(¢9)7 ) s

<11 (o187 + 57 1 (6]

|1Sx Palls + Y1 >
+ 9
e T

.y (DI ST+ Sg”DE) IR

The operator norm || D] SSL_T +SET*D1*§ || is relatively easy to characterize because

the operator is self-adjoint, so its operator norm is given by its spectral radius:

IDT 5,7+ S, DT | =1 (DI ST SL_T*DI*§>

T 4T C-TH*T* | _ T &7
<r (DL§SL ) +r (SL DJ.S‘) =2r (DLSSL )
because the spectral radius is sub-additive and adjoint-invariant.?® Next, consider the
block-transpose of the Wold representation ST = WTAT, and recognize that WTCY,"
is an isometry because WTWT = Xy, = CwCy;,. Therefore the definition S; 7 =

(ST*ST) 18T implies S;T = (ATWTWTAT) AW = A TC Ot A T AT VT
which simplifies to A~TCy (WTC}")*. Thus:

2 (D] S77) =20 (DT ATC (W) ) < 20 (DT ATy

33This relationship actually holds with equality, although that is unnecessary to show for this
proof.
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because WTCy," is an isometry. DI s and A7TCY}," are both block lower triangular, so
the block transpose can be reversed, i.e.

2r (DlgA_TCI;/*> =2r (C’V_VlA_lDLS)

The diagonal blocks of the operator Cy,! A™1D | 4 are Cy' D | g0+ because the diagonal
blocks of A are identities. The spectral radius of a block triangular operator is the
largest spectral radius of the main diagonal blocks, therefore

2r ((ACw) ™D g) = 2r (OI;/lDJ_ﬁ@)

where D 4, is the main diagonal block of D, 5. And the spectral radius is bounded
above by the norm:

2 (' Digo ) < 200k Dugoll < 21C3 IID sl
To summarize, this chain of inequalities implies the bound

16 (D7 (S77I(CS) ) cem + 5,7 DTS e ) s < 2RNICRAID 50l (59)
Next I will bound each of the right-hand side terms.

To characterize C’V_Vl, first decompose the innovation process as W = W; + W, ;
where Wi = Sxo(I — Pg), i.e. the component of the exogenous process Sx that is
due to contemporaneous idiosyncratic shocks. W, is the residual. Because these
components are orthogonal, the forecast error variance satisfies

Yw =X+ X1 (60)

where ¥; = W, W} and ¥,; = W, ;WT,. All variance matrices in equation (60)
are real, symmetric, and positive-semi definite. Therefore, the minimum eigenvalues
(Aws A, Ay ) of the respective matrices (X, X7, X)) satisfy

0<Ar+A <Ay
The SIC implies that the variance matrix ¥; is positive definite, so 0 < A; Invert:

0 Lo b1
Aw —ArHAL T A

The maximum eigenvalues of the inverse matrices are the inverse minimum eigenval-
ues, which immediately implies that the spectral radii satisfy




and because Cy;*Cy,} = ¥y and C;*C; ' = X1, these square roots are equivalent to
the matrix norms:
~1 ~1
ICw I < NI (61)
To characterize || D ¢ ,||, use that the operator norm of a matrix is bounded above
by its Frobenius norm:

1D 50l < 1D 50llr < 1D yislls (62)

where || - || denotes the Frobenius norm, i.e. the root sum of squares of all entries
in D, g,. This must be less than or equal to ||D¢l|s, the root sum of squares of all
entries in all {D, ¢ 172, matrices (see equation (40)).

By applying inequalities (61) and (62), inequality (59) becomes

S— R — A—T* * _ — T —
GO (DT 4817ICE) ) em + 5.7 DTLCE)]en) s < 2Rl C MID sl
Combining this result with inequality (58), inequality (57) becomes

IB(52) = B(S)lls < IGOZ(BarL™ + Bao)lll Dglls + 2RnIICT 1D 15lls + oI Dlls)
(63)
The deviations D¢ and D | g are orthogonal, i.e. ||Dgl|% + ||D, ¢l = ||D]|%- By
Lemma 10, the linear combination of deviations maximizing the right-hand side of in-
equality (63) gives a maximum value \/||G@E(BA1L_1 + Bao)|]? + (QRNHC'I_IH)ZHDHS.
Therefore the inequality becomes

A A —_ _ 2
IB(S%) = B(S)ls < \/HG@:(BmF1 +Bao)l? + RN ICT) IDls + ol Dlls)

and taking the limit as || D||s — 0 bounds the Fréchet derivative:

—_ _ 2
IDps)ll < \/HGG:(BAlL_l + Bao)|I2 + (2RN|CTY)

= JIGOE(BAL " + Bao) P + 4R3x(S7)

again using that [|C7 || = 1/r(Z;"). The Sufficient Idiosyncrasy Condition implies

\/HGG)E(BAlL*l + Bao)|I? + 4R3r(S;") < 1, and thus Dyl < 1. So if 5 is a
fixed point, it must be stable. m

Lemma 9 If the signal S is a fized point, then for any operator ®
IGO (2[(¢S)T) s < @Il (IGOC[SPalls + 1)

where 95 is defined as in Lemma 2.

66



Proof. Decompose the forecast [((.S)T], into components driven by aggregate and
idiosyncratic shocks: [((S)T]y = [((SPg)T)+ + [(CS(I — Pg))T]+. By the triangle
inequality:

IGO (P[(CS)T]4)" I1s
< |GO (R[(CSFa)T+)" (s + 1GO (R[(CS(T — Pe))Tl4)" [|s (64)

First, consider the aggregate term:

IGO (R[(CSFE)T]4)" s < sup IGO (2[(¢s)T])" IIs

ss.t.slls=[SPals
= sup GO (2(¢s)T)" [|s
ss.t.|slls=[SPalls

because to be norm-maximizing, applying the annihilator must not be norm-reducing
(the norm-maximizing s is a signal lagged arbitrarily far into the past) which also
means ((s)T = sT(T+ & for an arbitrarily small #. Using the supremum, the & can be
ignored:

= sup IGO (@sTCT)" |5

sst|s|ls=SPclls

next, consider the norm-maximizing object z = ®sT instead of s alone. The supremum
becomes:

= sup IGO (zT¢T)" s = sup 1GOCz]|s

zs.t.||zl|ls=[1®sT|ls zs.t.[|zlls=[1®sT|s

< sup 1GOCz]|s

zs.t.||zl|ls=|1®|l|sT s

because || PsT||s < ||P|||| PeST||s by definition of the operator norm and the constraint
|sT||ls = ||SPglls. The operator norm definition also implies this quantity is

= [lGed[[®/llSPalls

Second, consider the idiosyncratic term, which does not simplify so nicely. In the
image of B, S(I — Pg) = Sx(I — Pg):
1GO (P[(CS( = Pe))T]+)" |ls
= GO ([(CSx (I — Fa))"]+)" |Is
< GO (2[(¢Sx (I = Pa))Tl+)" |Is
= [|GO|l|®[(¢Sx (I — Pa))"l+ls
< [[GON[@IN(CSx( — Pa))]+ls
= [[®][9r

67



per the definition ¥; = ||GO|||| [(Sx(I — Pg)], ||s, and that the signal norm is block-
transpose invariant.

Substitute the aggregate and idiosyncratic component bounds back into inequality
(64)
1GO (2[(¢9)]4)" I < IRIIGOCI[S Palls + [[@l[9:

Lemma 10 Let X and Y be orthogonal signal processes, and let Ax X + A\yY be a
linear combination with norm z:

z = H)‘XX + >\YYHS

For scalars a and b, the linear combination that mazimizes the quantity a||AxX||s +
b|[\Y||s gives the value

max a|Ax X ||s + bl AyY||s = 2Va@ + b2

>\X7/\y s.t. H)\X}(-f—AyY”S:Z

Proof. X and Y are orthogonal, so the square of the norm of the linear combination
is

2= A X+ A YE = A X5+ A YT
Define the new variables  and y such that z = 2X||X||s and y = 2X||Y||s. In these

variables, the constrained maximization problem is

max azx + bzy
x?y

st. 1=a%+q?

Rewritten as a maximization problem in one variable:
max azr + bzv1 — 22
x

has first order condition

and 2
2 2
= 1 —_ = —_—
y o a? + b2

Taking roots, the solutions for x and y are

a b

Va1 B Y VEre
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Plug these values back into the objective function:
a? b

+ z
Va2 + b2 Va? + b2

=zva?+b?

azx +bzy =z

A.9 Proofs for the Modified Confounding Dynamics Model
with Idiosyncratic Noise

Proof of Proposition 4. Conjecture that p; = bwy is an equilibrium price process
for some b. Then agents’ individual price p;; = BE;[x:11] is given by

Pitr = BE[fEt+1|{Zi,t—j7 Si,t—j}jio] = ﬂE[autHZi,t—ja Si,t—j}?io] = ﬁE[aut|w;t, Si,t] (65)
where w;, denotes the individual Wold innovation to signal z;, given by

1

1
Wi Tygr e T T
With this structure, equation (65) becomes

Tyw;i, + TobSi 4

Pie = BB i sl = 0

per Lemma 12. Therefore the aggregate price follows

Ty + Tub -
— Wy
Ty + T0% + 1

p=0
and the conjecture p, = bwy requires that b solves the cubic
b(r, + 70> + 1) = B(1, + T,b) (66)
The discriminant D associated with the cubic equation is
D = —47,(1y + 1 — f1,)* = 277 %7}
which is negative if and only if
27ﬁ2ﬂ,7y2 > 4(Br, — 7, — 1)
implying a unique b solves equation (66).
]

Proof of Proposition 5. Per Proposition 2, in this model

|GOZE(Ba L™ + Bao)|| = B (67)
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and this operator is not affected by modifying the exogenous signal Sx to include
idiosyncratic shocks.

. . _ IGOE(Ba1 L™ +Bao)llllSx Polls+¥

The endogenous signal radius Ry = 1_““(1;95( BA;ALO—l +§A5HS L depends on the

signal norm of the exogenous process Sx. In this model, the signal vector is

A, = ( it ) _ < (1 +aL)ug+ (14 0p)7, €, )
it = = 1

Sit v

2
pt _|_ 7_1) 67;7t

Only the price p; is endogenous, so the exogenous process is

g _ [ (o) (1+6L)r,"* 0
0 0 2

where the columns correspond to (u, eat, €;¢) respectively, and 7, Y2 and 7, /2 are the
standard deviations of the idiosyncratic shocks. Per equation (19), the Sy operator
has the block Toeplitz representation:

1 %0 000 0
0 0 Y2 000 0
a 6, 0 1 5,7 0 0
- 0 0 0 0o 0 ' 0
00 0 a 6,7 0 1?0
000 0O 0 0 0o 0 '
while the aggregate component zeroes any coefficient on idiosyncratic shocks: Sx Pg =
(1+4aL) 0 0O
0 00

Per Definition 2, the signal norm is the root sum of squared vector norms of the
first three columns. For the aggregate component, only the first column is nonzero:

Isrels =1 ) ) I=viTa (68)

o O o O
o O
N—

The term ¥; = |[|GO|||| [E(BaiL™' + Bag)Sx (I — Pg)], ||s depends on the norm
of a causal operator GO. As explained in Section 2.3.2, this operator is simply GO =

(1) ), so [|GO|| = 1. The non-causal operator is Z(Ba L™ + Bao) = L' ( 3 0)
so the forecasted idiosyncratic component is

[E(BAlL—l + Bao)Sx(I — PG)Lr = [L—l ( 80 ) ( 8 (1+96)Ty_1/2 7_01/2 )]
v +
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= L7 (0 s o 0 )| =(0 o 0
+

with norm || [2(BaiL™" + Bag)Sx(I — Po)). ||ls = 867, "% Putting these pieces to-
gether, oy is given by
pr = 59@_1/2 (69)

Equations (67) (68) and (69) imply that the Ry bound on endogenous signals is

BT+ e
= =5

The SIC also depends on ¥, the variance of the contemporaneous idiosyncratic
1?0
0o 0 7'

_ 0 00 —1/2
1 7,7 0 0 "% 0
SX,O([_PG> = ( 0 yo 7_71/2 010 = 0 yo 7_71/2
v 0 01 v

Therefore the variance of the contemporaneous idiosyncratic component is

=t 0
— [y
X1 ( 0 7';1)

and the spectral radius of the inverse is

Ry

(70)

shocks. In this model Sx o = ( ) , and the idiosyncratic component

is

r(Zl_l) = max{7,, 7, } (71)

Equations (67) (70) and (71) imply that the SIC holds if

maX{Ty7 T’LL} < \/: /82 1/2 2
a?+p01,
)
(1-p8%)(1 - p)? 1+8)(1-8)°

o (Vi+a?+ 97;1/2)2 e (Vita?+ 9751/2)2

A.10 Self~-Map Lemma

Lemma 11 B is an operator mapping Sp,m. — Sma.m.

Proof. The elements of B are in the following Banach spaces:
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SX € Smmme

AeSnm
e X eSum
e WeS,m
o PoeSn

The blocks agree so that GXW Py € S, which is in the same space as Sx, so Sx +
GXWP;€S. =

A.11 Proofs of Propositions for the Example Models
A.11.1 Confounding Dynamics Proofs

This section proves several propositions about the confounding dynamics model in-
troduced in Section 2.3.

Proof of Proposition 1. The forecast conditional on the confounding dynamics
signal process is

E[l’tﬂ\{%o_]?, Zz‘,tfj}}?io] = E[xtJrl‘{th—j? w@t,j};";o]

because the w/" process is invertible from the p{? process, and the component of z;
that is orthogonal to the w! process is spanned by the idiosyncratic shock process
y;+- Then, the expectation places no weight on the idiosyncratic shock because x; is
entirely aggregate:

= E[It+1|{wf—j 20l = (LAY (L)) vwf

Thus with this information structure, the equilibrium price is
Piy = BE[thHth—j ;'io] =p; "

[ |
Proof of Proposition 2. Information Feedback Regularity is satisfied in this

model: the operator GOZ(Ba L' + Bag) = L‘Olﬁ 8 has norm 8 < 1, because
L~'3 is the only non-zero entry, and |[|[L7'3|| = S||L7}| = 3. =
Proof of Proposition 3. The shock vector €;; = ;t is revealed by the
it
time series A;; = ( z’t > because A;; = A(L)e;; and A(L) is invertible for the full
t

information solution.
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Consider a deviation Aft = A®(L)g;; in a ball around A;; with radius A such
that |42 — A|| < A. The set of square invertible operators is open, so there exists a
radius A such that all deviations A%(L) are invertible.

Next, consider the signal operator of any such deviation B(S?), and note that the
signal operator S is equivalent to the Wold representation A because the signal is
invertible. Equation (18) implies that the deviation in signal operators is given by

B(AA)—B(A):((l))[L‘I( B0 )AA}+PG—((1))[L—1( B 0)A], Pe

(28]

Take signal norms:

54 - s =1 [ (5 ) (42 = 2)] el

+

< |l ( 2 8 ) (A% =A) s

because || and Pg are projections

<1z (G o )Ineas - s

0 0
g 0

IB(A%) = B(A)|ls < || (A% — A) ||s

and the full information solution A;; must be signal-stable. m

by definition of the operator norm. Finally, ||~} ( ) | = B < 1, so it must be

that

A.11.2 Beauty Contests

This section proves results about the beauty contests studied in Section 5.1.

0 ¢ aL!
Proof of Proposition 6. The operator | 0 0 0 has the block Toeplitz
0 Ly «
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representation C per equation (19):

0 ¢ 0 0 0 « 000
00 0 000 000
0 0 « 000 000
0 00 0 ¢ 0 0 0 «
0 00 00 0 000

C= 0 o 0 00 a 00 0
000 0 00 0 ¢ 0
000 000 0 0 0
000 0 ¢ 0 0 0 «

and iterating the operator n times gives

0 ¢ oL t\" 0 pa™ ! "Lt

0 0 0 =10 0 0 = C"=a""'C

0 Lo « 0 Lpa™t

What is the norm of this operator? Let C; denote the ith column of C. Then by

definition:
o 1/2
C|l = max w; C,||?
ol = max . (;n : Z||)

=1 "4

which is bounded below by maximum row and column norms. These are the columns
with either two ¢ terms or two a terms, or the rows with a single term of each:

etz max {1 (2 )10 ( 8 ) )l

— max {mp, Vaa, m}

Thus IFR is satisfied only if max {v2¢, V2a, ¢? + a?} < 1.
The spectral radius is even simpler:

r(C)= lim ||C"

e T n—1 l_
v = lim (|Cla")" =a

Thus the Information Feedback Sub-Regularity condition (Appendix B) is satisfied
onlyifa<l m=m

Lemma 12 For two noisy signals s; and ss of a random variable x ~ N(0,1) given

by
51 =iz +u Sg = ot + Uy
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where uy ~ N(0,7, %), uy ~ N(0,75 "), and u1, us, and x are all uncorrelated. The
conditional expectation of x is given by

_ B17151 + BaTaso
BT+ B3 + 1

Proof. The random variables are normal, so the expectation is linear:

Elz|s1, s2]

Elz|s1, s3] = b1s1 + basy
for some by and by. Per the law of total expectation:
Cov(z, s1) = biVar(s))+b2Cov(sa, 1) Cov(x, s2) = biCou(sy, s2)+baVar(ss)
The variances and covariances imply
Br=bi(BF + 1) + 02 s Bo=b1B182 + ba(85 + 75 )

Solving the system gives

_ 517'1 b, — 527'2
Bim + B3 +1 2 Bim + B3 + 1

by

A.12 Exponential Stability Proofs

This section proves results related to exponentially stable fixed points (Appendix B).
Proof of Proposition 7. Information Feedback Sub-Regularity is satisfied in this
model: the relevant operator is represented as

_ - 0 0
G@:(BAlL 1—|—BA0): ( L_IB O)

so for any power n > 1, (GOZ(Ba1 L' + Bay))" = 0. Therefore the spectral radius
is

r (GOZ(BaiL™" + Bag)) = Tim | (GOE(BaiL™' + Bag))" ||» =0
[ |
Proof of Theorem 9. Apply Lemma 5, raising both sides of equation (50) to 1/n
and taking the limit implies that the spectral radii satisfy

r (GOZ(BayL™" + Bug)) =1 (L’;;Rgge@)TstLg"b;)
With this equality, Lemma 13 says the spectral radius of the Fréchet derivative
r (DB(S)> at a fixed point S satisfies

r <D3(3)> > 1 (GOE(Ba L™ + Buag))

~

Thus IFR is necessary for r (DB(S)> < 1 to hold at a fixed point, which by Property
4 is true if and only if the fixed point is exponentially stable. m
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Lemma 13 The spectral radius of the Fréchet derivative r (DB(S)) at a fixed point
S satisfies
r(Ds(9) = r (L3 Ritey Qr.Le, )

Proof.

Consider a signal with Wold representation S = AW. Let Spy denote the subset
of the signal space that is spanned by current and past S (and thus W). Let Sy
denote the residual space orthogonal to current and past S. The sets are orthogonal
complements so that

SmA,ms = SPS ©® SMS

Let BPs(S) denote the operator projecting a signal S onto current and past S (i.e.
onto the space Sp,) and then applying B.

First I characterize the image of BPs. The Wold representation S = AW features
invertible operator A. The set of square invertible operators is open, so there exists a
radius d such that all deviations A® with ||A® — A||g < § are invertible. Now consider
a deviation S2 such that ||S2—S||s < § and S& € Sp, so that the deviation is spanned
by current and past W, i.e. S& = ASW for some A2, ||[A® — Al|ls = ||S? — S||s < 6,
so A2 is invertible and AW is the Wold representation. Therefore S* € Sp,. This
implies that BPs(S) maps Spy — Sp, in a neighborhood around S.

Next, consider a fixed point S = B(S), and a deviation S 4+ D. Dg(S) is the

Fréchet derivative, so
B(S+ D) = B(S) = S+ Ds(5)D + o(||D|s) — S = D(S)D + o(|| D||s)
which implies
B"(S+ D) —B(S) = B" (5 + Ds(S)D + o(| D||s)) — B"*(S)
and repeated iteration gives
B*(S + D) — B"(S) = D(S)"D + o(|| D||s)

Because B maps Sps — Spg on a neighborhood around S , the Fréchet derivative

~

Dg(S) also maps Sp, — Sp,. This implies that
Dy(S)Pg = PsDp(5) P (72)

where again Pg denotes projecting onto current and past S before or after applying
the linear operator Dp(S). Mg = I — Pg denotes projecting onto the orthogonal
subspace.

Next consider the operator norm of nth power of the Fréchet derivative:
1Ds(5)" | = Ds(S)"(Ps + My)||
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From the operator norm definition, consider each term:

A Dp(S5)"Pyy; . Dy(S)"Mzy, -
HDB(S) PS” = sup || B( )A S SHS HDB(S) MSH = sup H B( ) A S J_SHS
Ug ||ys||S Yig ||yJ_SHS

The signals y5 € Sp, and y, 5 € Sy, maximizing these norms are orthogonal; there-

A

fore, the unit signal y = y¢+y, ¢ maximizing ||Dg(S5)"y||s is a linear combination satis-
fying [|ysl[§+y, sll% = 1. By lemma 10, maximizing || Ds(S)" Psys+Ds(S)" Mgy, 5l
subject to this constraint implies the operator norm satisfies

I1Ds(5)" )| = \/IIDB(S”)"PSI|2 + | Ds(S)" Mg (73)

Combining equation (73) with equation (72) implies
IDs(5)"]] = Il (Ps(5)P5) |

N 1 A n 1
IPs(S)" 1% = || (Ps(9)P5) " |1
and in the limit R R
r (DB(S)> > <D3(S)P§>
Finally, Theorem 8 gives the matrix representation for the Fréchet derivative acting
on Sp, as Lg;R%e)TQPngg' [

B Exponential Stability

This section introduces an alternative type of stability: exponential stability. Many
properties of signal-stable equilibria also apply to exponentially stable equilibria. The
main drawback of studying this type of stability is that it has no analog to Theorem
6: exponentially stable fixed points may not be globally unique.

B.1 Definitions

The signal-stability property defined in Section 3.4 represents “contractive stability”.
Everywhere in a neighborhood around a signal-stable fixed point, B is a contraction.

Contractive stability is a strong property. A weaker form of stability is “exponen-
tial stability”, where there is some k such that B* is a contraction on a neighborhood
around the fixed point. Under this definition, if there is a small perturbation to a
fixed point, the operator B can cause large deviations in signals, but after enough
repeated applications of B, the signal must converge. Put another way, exponentially
stable fixed points are robust to a single perturbation, but not necessarily repeated
perturbations. This form of stability is formally defined as follows:
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Definition 6 An equilibrium fized point signal satisfying S = B(S) is called expo-
nentially stable if there exists some neighborhood of S, some o € (0,1) and Kk > 1
such that for any S® in the neighborhood, ||B¥(S®) — BX(S)||s < ka*||S® — S||s for
all k > 0.

Because exponential stability is a weaker property than signal-stability, IFR is no
longer a necessary condition. However, exponential stability does have an analogous
condition: Information Feedback Sub-Regularity (IFSR).

Condition 3 A model satisfies Information Feedback Sub-Regularity if
T(G@E(BAlL_l + BA())) <1

r () here denotes the spectral radius, which measures by how much repeated appli-
cation of an operator can increase the variance of any signal process. Specifically, for
a linear operator A, the spectral radius is given by

r(A) = lim [|4¥|]*

where || - || is the operator norm. The spectral radius is equivalent to the largest
eigenvalue of a finite dimensional matrix. (Although in infinite dimensions, there
may not exist a largest eigenvalue.)

Accordingly, Condition 3 says that repeated application of this operator must
decrease the variance of a signal. The spectral radius of this operator represents how
much B*(S) (with k large) can be changed by perturbing the signal process S in a
way that is spanned by the forecast error process W.

Proposition 3 demonstrated in the asset pricing example (Section 2.3) that Infor-
mation Feedback Regularity is straightforward to check from a models assumptions.
Proposition 7 shows that sub-regularity is similarly straightforward:

Proposition 7 Information Feedback Sub-Regularity is always satisfied in the con-
founding dynamics model.

Proof: Appendix A.12

This result reveals that exponential stability is weaker than signal stability. In
the confounding dynamics model, 5 < 1 is necessary for signal-stable fixed points to
exist. This is because there is a perturbation to the fixed point that increases the
implied signal deviation by a factor of 5. However, if this is a one-off perturbation,
the deviation is short-lived. Proposition 7 implies that repeated application of B will
return to the fixed point for any value of 3.
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B.2 Properties of Exponentially Stable Fixed Points

This section describes some properties of exponentially stable fixed points. Each is
an analog a signal-stability property derived in Section 3.4. K
The norm of the Fréchet derivative Dp(S) determined if a fixed point S was

signal-stable. Similarly, the spectral radius of Dp(S) determines if the fixed point is
exponentially stable:

Property 4 S is an exponentially stable fixed point if and only if r (DB(S)) < 1.

Proof: Appendix A.12 This property follows from (Garab, Pituk, and Potzsche,
2020, Thm. 1) by redefining S to be the origin. Theorem 8 gives the exact expression
for Dy(S).

Theorem 9 is the analog to Theorem 3; Information Feedback Sub-Regularity is
necessary for an exponentially stable fixed point to exist.

Theorem 9 If all fized points of a model contain aggregate signals such that for any
fized point signal vector S there is an entry S; satisfying S; Pg = S; then Information
Feedback Sub-Regularity is a necessary condition for signal-stable fixed points to exist.

Proof: Appendix A.12

As with signal-stability (Theorem 4), exponentially stable fixed points are locally
unique, because there exists some k such that B¥ is a contraction on a neighborhood
around the fixed point. However, it is impossible to say in general if exponentially
stable fixed points are globally unique. There is no exponential analog to Theorem
6 because there is no analog to Lemma 7: the set of signals for which || Dg(5)| < 1
is path connected, but this is not true of the set of signals for which r (Dg(5)) < 1.
Indeed, the beauty contest model in Section 5.1 is an example of this; in the multi-
plicity region (Figure 2), there are two exponentially stable fixed points separated by
an unstable fixed point.

Fortunately, even if economists are ex ante interested in exponential stability,
studying signal-stability is still useful for two reasons. First, any signal-stable equi-
librium is necessarily exponentially stable, because the spectral radius of the Fréchet
derivative is bounded by its norm:

r(Dp(5)) < [Ds(9)]l

Second, signal-stability was necessary to prove the global uniqueness result in The-
orem 7, which says that if the Sufficient Idiosyncrasy Condition holds, then there
exists a globally unique fixed point, and it will be signal-stable. Therefore, if SIC
holds, then there exists a globally unique exponentially stable fixed point as well.

C Computation

This appendix formally introduces the Signal Operator Iteration algorithm and de-
scribes a method for computing it.
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C.1 Theoretical Algorithm

The algorithm applying equation (22) is straightforward to describe informally. Begin
by guessing a signal process S™(L). Then, find the policy function X"(L) implied
by the signal process by inverting the signal to find the forecast errors W™(L) and
applying the solution method from Section 2. Next, use the assumed relationship
between endogenous variables and endogenous information that is encoded in G(L)
to calculate the implied signal process S™™!(L). Repeat until the signal process
converges.

In practice, this algorithm can quickly become uncomputable: the signal is high di-
mensional, and the dimension may increase with every iteration of the algorithm. This
is an unavoidable challenge, because the true equilibrium may be infinite-dimensional.
Therefore an additional step is necessary to ensure the algorithm remains computable.
A standard approach is known as the “finite section method” (B&ttcher and Silber-
mann, 2012), which truncates a signal process after some fixed number of lags. 1
refer to this truncation length as the “order” of the algorithm, and the operator P,
represents truncation after lag 7.

Appendix C.3 details how to compute this algorithm in practice. Formally, the
algorithm is:

Algorithm 1 (Signal Operator Iteration) Conjecture a square-summable causal
lag operator polynomial S°(L). Then proceed with iteration n = 0 as follows:

1. Find the autocovariance function I'(L) implied by S™(L) using equation (12).

2. Decompose I'™(L) to find the forecast error process W™ (L) and moving average
representation A™(L)

3. Calculate the policy function X™(L) from A™(L) by Theorem 1.

4. Construct the endogenous signal S¥ (L) by equation (15):

Sy (L) = [G(L) X" (L)W (L) Paly

5. Calculate the next signal polynomial ST (L) by combining signals using equa-
tion (10) and truncating to order T:

S"THL) = (Sx(L) + Sy(L)) Pr (74)

6. If ||S™T — S™|| is sufficiently close to zero, conclude that S(L) = S™(L).
Otherwise return to Step 1 with guess S™*1.
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C.2 Properties of the Approximation

Approximating operators in this way allows for arbitrarily precise approximation of
the solution S. The signal Toeplitz operators S map ¢?> — (2, implying the corre-
sponding lag operator polynomials have square summable coefficients, and the infinite
matrix features exponential decay off the main diagonal. When the operator S is ap-
proximated by an operator S7 which has truncation length 7, Strohmer (2002) proves
that the error to linear operations and inversion can be made arbitrarily small by
choosing a large enough value of 7.

It is practical to select a large value of 7, given that the solution algorithm is
not computationally intensive. Because the solution S must be square summable, a
strategy for checking whether 7 is large enough is to select a small bound b > 0 below
which terms are considered sufficiently close to zero, and then check that all terms s
in the 7th block S, of the computed solution are within the bounds, so that |s| < b.
If not, increase the truncation length 7.

This approximation method is well-suited for this problem specifically because
the algorithm uses causal operators. Usually, approximating operators on infinite
Toeplitz matrices also requires embedding into a circulant matrix, which introduces
perturbation error in addition to the truncation error. This is because even though
S is approximated by S7, S7 is still an infinite matrix. However, causal operators
have upper block triangular Toeplitz matrices, so it’s possible to calculate the trun-
cated product of two truncated Toeplitz matrices without any additional operators.
Theorem 10 formalizes this property.

Suppose A, B,C are operators mapping /2 — ¢? with conformable blocks: the
blocks of A are k x n, the blocks of B are k x m, and the blocks of C' are m x n.
Let T™(A),T7(B), T™(C) denote the 7k x n, 7k x 7m, and 7m x 7n block Toeplitz
matrices with the same main diagonal blocks as the infinite operators.

Theorem 10 If operators A, B, C mapping (> — (* are causal and satisfy
A=BC
Then the finite approzimations TT(A),T™(B), T™(C) satisfy
T7(A) =T"(B)T"(C)

Proof. Partition the operators A, B, C' into blocks of arbitrary but equal size. The
equation A = BC' becomes

A, 0 0 0 .. B, 0 0 0 .. C,b, 0 0 O
A Ay 0O 0 .. B B, 0 0 .. C, C, 0 0
A2 A1 AO 0 — BQ Bl BQ 0 CQ Cl CO 0

As Ay A Ay .. By By By By .. Cs Cy C1 Gy

81



These matrices are block lower triangular, so the blocks Ay, By, Cy satisfy
Ag = BoC)

If the operators A, B,C' are partitioned into 7k x 7n, 7k X 7m, and 7m X m™n
blocks respectively, then T7(A), T7(B),T7(C) appear on the main block diagonals.
Therefore, they must satisfy

T7(A) = T(B)T"(C)

C.3 Computing the Algorithm

To compute the Signal Operator Iteration algorithm with finite Toeplitz approxima-
tions, I use the following steps. Begin then by conjecturing a causal square-summable
signal process S° which is approximated by the finite block Toeplitz matrix 77 (S°).
Then proceed by:

1. Find the autocovariance’s finite block Toeplitz approximation implied by signal
process S™ using using equation (12). For j € [—7, 7], the blocks in the T7(I"™)
block Toeplitz matrix are given by

.
— n qQn !/
k=0

2. Use T™(I') to find the Wold representation: calculate T7(A™) using one of the
methods in Appendix C.4.

3. Given the Wold representation 77 (A™), generate the matrix 77 (A") by equation
(31). If T7(L™") is the finite approximation to the inverse lag operator (i.e. a
block matrix with identity matrices along the first block above the main diagonal
and zeros elsewhere) and if T'(B4;) is the block matrix with B4y along the main
diagonal (and similarly for Bg) then T7(A") is given by

T7(A") = [(T7(Ba) T (L) + T (Bao) T™(A")]

where the operator [-];, is the finite matrix equivalent of the annihilation op-
erator -], setting all blocks above the main diagonal to zero.

4. Calculate the block Toeplitz approximation of the policy function T7(X™) by
applying Theorem 1:

(X" = T7(0) [T"(@T7(A)]

82



5. Calculate the implied approximation of the signal T7(S™!) using equation (74):

T7(S™) = T7(Sx) + [T7(G) T (X™")T™(A")"{(L)T"(S")T" (Pe)]er

6. If the Euclidean matrix norm of ||[77(S™™') — T7(S™)||, is sufficiently close to
zero, conclude that the equilibrium signal process is S(L) = S"*!(L). Otherwise
return to Step 1 with guess S™*!.

The finite matrix approximation introduces some error into this algorithm, al-
though this error can be reduced by choosing an arbitrarily large approximation
length 7. This is practical even for large values of 7 because only the matrix in-
version in Step (2.) is computationally intensive; the other steps are linear matrix
operations. Concatenation error occurs in Steps (1.) and (2.), but goes to zero as 7
becomes large. Theorem 10 ensures that the remaining steps introduce no additional
error.

C.4 Computing the Wold Representation

How can the Wold representation A(L)W (L) = S(L) be calculated? The innovation
polynomial A(L) and the signal polynomial S(L) both produce the same series of
Ay, so they must have the same autocovariance function. This sections describes
two methods to calculate the polynomial A(L). Then the white noise polynomial

W (L) can be found by W(L) = A~Y(L)S(L).

C.4.1 Cholesky Method

Autocovariances are related to the Wold coefficients by the operator equation:

Iy Ty Iy
Iy Ty Iy .. | =LACw)L(ACY) (75)
[y T'h T

where the bi-infinite Laurent operator L(ACy) is given by

e AoCw 0 0
ACw A1Cw ApCwy
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and where Cy denotes the Cholesky decomposition Xy = Cy CYy.

These are infinite-dimensional operators, but can be approximated with finite
block-Toeplitz matrices. In particular, Caines and Gerencser (1991) prove that 77(A)
calculated from T7(I") by Cholesky decomposition converges to the true Wold repre-
sentation as 7 becomes large.

C.4.2 Yule-Walker Method

Alternatively, the Wold representation can be calculated using the autoregressive
representation instead of the moving average representation, i.e. calculating A1
instead of A from the autocovariances.

The innovation polynomial A(L) is the Wold decomposition of the signal polyno-
mial S(L), so its inverse A(L)™! solves the Yule-Walker Equations:

I'y It T'y .. —(Ail)ll Iy
ry Ty T) .. —(A), T,

Iy Iy Ty .. —(AY, | = | 1y (76)

where the polynomial A(L) is normalized so that Ay = I.

To calculate A~!, use the finite 77(T") and calculate T7(A)~! that solves the first
7 Yule-Walker equations (76), and invert to find the MA representation 77 (A).

Evaluating the Information Feedback Regularity Condition 1 requires calculating
the norm ||GOZ(Ba; L™+ Byg)||. Sometimes this norm can be calculated analytically
(e.g. the Singleton model in Section 5.2) but in most cases it must be calculated nu-
merically. This section demonstrates that the approximation by finite section method
can be made arbitrarily precise by choosing a large enough truncation order 7.

The norm of the T-order approximation |77 (GOZ(Ba; L' + Bag)) || converges
to the true norm. This is not true for all properties of an operator (e.g. its trace),
but the norms of truncated Toeplitz operators are known to converge (Bottcher and
Silbermann, 2012):

lim |77 (GOZ(BaiL™" + Bao)) || = |GOZ(BaiL™" + Bao)||

T—00

C.5 Computing the Regularity Condition

In the associated programming package, the subroutine ifrnorm determines whether
a model satisfies IFR.

Evaluating the Information Feedback Regularity Condition 1 requires calculating
the norm ||GOZ(Bay L'+ By)||. Sometimes this norm can be calculated analytically
(e.g. the Singleton model in Section 5.2) but in most cases it must be calculated
numerically. Fortunately, calculating this norm by the finite section method can be
made arbitrarily precise by choosing a large enough truncation order 7.
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The method is simple. First, write the operator GOZ(B 4y L'+ Bg) as a product
of large block Toeplitz matrices T7(G)T7(©)T™(Z)T7(Bay L™ + Bag). The proof of
Proposition 6 gives a concrete example of step. Second, tell a computer to calculate
the matrix norm || T7(G)T™(©)T7(2)T™(Bai L™ + Bao)|-

The norm of the T-order approximation |T7(G)TT™(©)T™(Z)T"(Bai L™ + Bao)||
converges to the true norm. This is not true for all properties of an operator (e.g.
its trace), but the norms of truncated Toeplitz operators are known to converge
(Bottcher and Silbermann, 2012) so long as ||GOZ(Bai L™ + Byo)|| is finite. The
finiteness condition is relevant: there is a the unit root in the Section 5.3 = operator,
so numerical norms will grow with 7 because ||GOZ(Ba L' + Bag)|| = oo in that
example.

C.6 Computing the Fréchet Derivative Norm

In the associated programming package, the subroutine soifrechet calculates the
norm of the derivative of a signal operator at a point.
By Corollary 2, the norm of the Fréchet Derivative is

1D5(S)I = \/IIL?QR%@)TQPSLPSIIQ + [ILpS Rice) Qs L ?

Both terms are linear operators. The first term is equivalent to |GOZ(B 1 L™+ Bo)||
(see the proof of Theorem 3) so it is calculated with ifrnorm as described in Appendix
C.4. Similarly, soifrechet computes the norm of the second term by the finite section
method. It constructs each linear operator L?&“, R’(’g@)T and so forth as a large block
Toeplitz matrix, multiplies them, and then computes the matrix norm.

D Additional Stability Results in the Confounding
Dynamics Model

Consider the following version of the confounding dynamics model introduced in
Section 2.3. The fundamental value of the asset is given by

Ty = Up + QU1
where o > 1 and Var(u;) = 1. The full information equilibrium of this model is
Dit = ﬁEi,t [aut]

I use this example to demonstrate two properties: the full information equilibrium
is signal-unstable if 5 > 1, and the confounding dynamics equilibrium is signal-
unstable even if § < 1.
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Zit

The signal vector in this model is A;; = ( ) To demonstrate instability, it

Dt
needs to be shown that

IB(A%) = B(A)|ls > A% — Alls

if A is the signal operator for any equilibrium, and A® denotes an arbitrarily small
perturbation of the signal operator.

D.1 Instability with Full Information

Theorem 3 implies that if g > 1, the full information equilibrium must be signal-
unstable. This is easily demonstrated in the example, by perturbing the object of
the pricing equation, £, [xtAH]. The model’s operator representation forecasts future
noisy signals, so this change is encoded by perturbing the noisy signal. Therefore,
consider the perturbed signal process AZ-AJ::

A Zi, + Au -1
Ai7t — ( t t )

FI
Dy

where pI'l = Bau; denotes the full information equilibrium price process, and A is an
arbitrary scalar.
The implied price for agents observing this perturbed signal process is

ptA = BE[(a+ A)Ut’{pf—lj })‘io}

= BE[(o + A)ug[{u—}720] = Bla+ Auy

The signal norms are the sums of standard deviations of the difference in signals.
The initial perturbation is:

A2 — A|ls = \/V@T(Zi,t + Aupy — 2iy) + \/VGT(pr —pi’)=A

and after the B operators are applied:

1B(4%) ~ BA)ls = \/Var(zi, — ) + /Var(p — pf)

= /Var(B(a+ Ay, — Baug) = BA

Therefore, ||[B(A®)—B(A)||s > ||A%—Al|s if 8 > 1, so the full information equilibrium
is signal-unstable.
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D.2 Instability with Confounding Dynamics

Proposition 3 and Theorem 6 imply that any confounding dynamics equilibrium must
be signal-unstable, even when 8 < 1. In contrast to the last section, I will demonstrate
instability by perturbing the observed price. Consider the perturbed signal process

A
Ai,t'
Zi t
AL — ( g >
it CD
Py + 1+9Lu

where p¢'? = B0w,; denotes the confounding dynamics equilibrium price process, A
is an arbitrary scalar, and § = a~!. w, is the forecast error process in the Wold
representation of x;:

Ty = Wy +6’wt_1
1+ ol
— U
1+6L"

In the math that follows, it is simpler to keep track of Blaschke factors instead of
forecast errors. For example, define the Blaschke factor B¢P by

:>th

0+ L
BCP =
1+6L

which implies B¢Pu, = 0w,. This is helpful because Blaschke factors preserve vari-

ances, i.e. for any Blaschke factor B, Var(Bu;) = 1.
In order to find the new price p2 implied by the perturbation, first I derive the
Wold representation of the perturbed endogenous signal p¢? + 1+%ut:

cD _
D: +1+6Lut—ﬁewt+1+6Lut
0+ L A 0+5+1L +L
=p up + up = Ly = 55
1+6L 1+6L 1+6L 110"

where £ =60 + %, which satisfies £ € (0,1) for sufficiently small A

LHEL g+l 1D

= ortren T iyt

for the Blaschke factor B® = ijLL 6% is invertible, so B, is proportional to

the Wold representation’s forecast error process.
Let z}, denote the components of z;, orthogonal to current and past B?u,. Then
the implied price is:
® = BEi[au] = BE[ou{Bu—j, 21 }32)]
Blow {Bu—} 3] + BBlaw|{z},_;}720] = BE[aw [ {B u—}72] + o(A)
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where the first step is implied by orthogonality, and the second step is implied by
lima_so cov(ut,zzt_j) = 0; as the perturbation goes to zero, B2u; — B“Pu, which
spans the z; component of z;, but never the noisy y;, component.

= Bacov(us, BRuy) B2u; + o(A) = Bal B u; + o(A)

Next, consider the norm of the perturbation from the confounding dynamics equi-
librium. The initial perturbation is:

A
V1—06?

143 — APl = \[Var(e — 00+ Varf? + o — ) =

and after the B operators are applied:

IB(A®) — BAP) s = \/Var(zi, — z0) +/Var(pp — pf®)

= /Var (BagBAu; — BBPu; + o(A)) = /Var (aABAu, +  (BAu, — BCPw,) + o(A))

Does this deviation increase the signal norm? The limit as A — 0 is

lim IB(A%) — B(A“P)||s . \/Var (aB>u; + % (B>, — BPuy)

A0 |[AA — ACD|lg A0 Vi—02
This limit can be calculated analytically, but gets complicated quickly, so I will demon-

strate numerically that it must be > 1. However, it is worth showing analytically that
the % (BAut — BCDut) term neither diverges as A — 0 nor goes to zero as f — 0:

5(BA_BCD):B(§+L 9+L)

(77)

A A\1+E¢L 1+6L
_ﬁ<(§+L)(1+9L)—(0+L)(1+§L)) _ﬁ<(§+L+§0L+9L2)—(9+L+§9L+§L2))
A (1+€EL0)(1+6L) A (1+€L0)(1+6L)

_ﬁ((£—9)(1+L2)) (1+1%)
( (1+€L)(1+0L)

“A\a+ena+orn))

where the final step uses £ = 6 + %.

Figure 5 panel (a) demonstrates that the confounding dynamics equilibrium must
be signal-unstable, by numerically calculating the proportional change in equation
(77) for g € (0,1] and « € [1,2]. The minimum deviation in this range is at approxi-
mately a = 1.55 and $ = 1, and the signal perturbation still more than doubles the
signal norm. Indeed, even when considering much larger ranges for the parameters,
the proportional increase always appears to be at least 2.4.

Moreover, the confounding dynamics equilibrium is not just locally unstable, fail-
ing the technical definition of signal stability. Rather, it is globally numerically un-
stable! Figure 5 panel (b) demonstrates, plotting a number of IRFs for the price
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Figure 5: Instability of the Confounding Dynamics Equilibrium

The left panel plots the proportional signal deviation implied by the perturbation, for each combi-
nation of @ and [ parameters. The right panel shows the instability of the confounding dynamics
equilibrium by plotting how the Signal Operator Iteration converges from a small perturbation to
the full information equilibrium.

process. 1 begin by perturbing the confounding dynamics equilibrium to p® (dotted
green line), and then repeatedly applying the operator B. The perturbation is small
(A = 0.01), so the signal very slowly begins to diverge but eventually rapidly con-
verges to the full information equilibrium (solid lines with colors shifting from blue
to red based on distance to the final equilibrium.) Because the perturbation is small,
the initial divergence is hard to see, so I omit many iterations from the plot including
the first 20 after the initial perturbation.

Why is this perturbation so explosive even when [ is small? When [ is near
zero, the information feedback is limited, because forecasts are multiplied by a small
coefficient when reported as prices. However, when agents make their forecasts, they
have to multiply the observed prices by a large 1/ coefficient. So small perturbations
in the price signal can have a large effect on forecasts.

Why was this particular perturbation explosive? Because information feedback
regularity is satisfied, perturbations that are spanned by the equilibrium forecast er-
ror process w; cannot have an explosive effect on signals. So if a perturbation can
disproportionately move the implied endogenous signal, it should have a large com-
ponent that is orthogonal to the history of w,’s. This is why I chose the perturbation

H%; it is orthogonal to the Blaschke factor kaj—eLL for all powers k > 1.

E Time Series in (?

This Appendix describes how to represent a time series in the Hilbert space £2.
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E.1 Time Series as Vectors

¢? is the Hilbert space of square-summable infinite sequences. This space is useful
for representing time series, and provides an intermediate step towards representing
time series as operators.

Consider a stationary time series of the form z; = X (L)eg;, = Z;io X;Le. If g
is scalar-valued, the vector representation of this time series is

Every vector in /2 maps to a stationary time series in this way. The norm of the
vector is its standard deviation.

If &, is matrix valued, # is a block vector. But this maps back to ¢? by block-
vectorizing.

One reason a vector representation is helpful is that a lag operator polynomial
of the time series is just a block Toeplitz operator times the vector. For example, if
yy = A(L)xy, then

Ay A A, A

}3;0 A, Ay A, A §°
y—’: YV; — A2 A1 A() A_l !

A Ay A A =

The identically distributed time series x; has an autocovariance function ~; where
J indicates the order of the autocovariance (i.e. = is the variance, v; is the first
autocovariance, and so forth.) In the ¢? vector representation, the jth autocovariance
is the inner product:

= (7, L'7)
This generalizes to the matrix-valued case by equation (12).

Why is it useful to represent signals as operators instead of just vectors? One rea-
son is that sometimes the signals need to be right-multiplied, not just left-multiplied.
For example, this occurs when applying different white noise processes to a Wold
representation, or when aggregating signals across islands by FPg.
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E.2 Time Series as Toeplitz Operators

The Toeplitz representation collects the time series ¥ into a block Toeplitz operator:

Xo 0 0 O
X Xo 0 0
Xo X5 Xo O
X3 X2 X1 Xo

With this representation, it can be left- or right-multiplied by other operators. If they
are causal, the operator is lower triangular, and the output will be causal. Revisiting
the example y; = A(L)xy, the first column of the Toeplitz representation will always
be y. But if A(L) is causal, then the representation is:

Yo 00 0 .. A 0 0 0 .. X, 0 0 0
Y, Yo 0 0 .. A Ay 0 0 .. X, X, 0 0
Y, Vi Yo 0 o |_| A A A o .. X, X; Xo O

Ys Yo Y7 Yy .. As Ay Ay Ay .. X3 Xo X5 X

For a concrete example of a Toeplitz representation, consider the VAR(1) process
Yyt = By;—1 + ;. The lag operator polynomial for this process is

y=Y(L)e, =Y Bl
j=0

which, per equation (19), has block Toeplitz representation

I 0 00
B I 00
VAR(1)]: Y=| B> B 1 0
B* B> B I

E.3 Connection to Frequency Domain Representations

Consider a time series

Y = Y(L){ft = ZY]LJEt
j=0

where ¢€; is unit variance white noise. Sometimes, this time-series is analyzed in the
frequency domain by defining the “z-transform” Y(z):

Y(2)=> Yz zeD
=0
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such that Y (z) is an analytic function on the unit disc D = {z € C : |z| < 1}. This
is the approach taken in Han, Tan, and Wu (2022).

How does the Toeplitz operator T'(Y') relate to the analytic function Y (2)? The
matrix representation is

Yo 0 0 0
Yi Yo 0 0
Ty)y=| Y2 Y1 ¥ 0

Y Yo Vi Yo

The entries Y; are the Fourier coefficients of the function Y (z). The function Y'(z) is
called the symbol of the Toeplitz operator T'(Y"). When the symbol is analytic, many
operations on the symbols and Toeplitz operators are analogous. For example, given
analytic functions X (z) and Y'(2):

1. Linear transformations satisfy a7'(X) + bT(Y) = T'(aX + bY)
2. Multiplication satisfies T'(X)T'(Y) = T(XY)
3. Inversion satisfies T(Y 1) = T'(Y)™!

Lastly, a symbol is analytic if its Toeplitz operator is block triangular. This is why
analytic functions are useful for representing causal time series.?*

34B&ttcher and Silbermann (2013) is the reference for this section and is a valuable resource
regarding Toeplitz operators.
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